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Abstract
As the incidence of extreme precipitation events attributable to global climate change increases,
providing policymakers with accurate model predictions is of the utmost importance. However,
model projections have inherent uncertainties. The present study attempted to distinguish the
sources of the uncertainty of the mean and extreme precipitation projections in the East Asia
region using the mean boreal summer precipitation, simple precipitation intensity index (SDII),
maximum cumulative 5 day precipitation, and annual maximum daily precipitation (Rx1d). The
results show that while the mean precipitation was projected to change very little regardless of the
scenario, more extreme indices were projected to increase considerably by the end of the century,
particularly in the high-emissions scenarios. On average, model uncertainty accounted for the
largest part of the uncertainty. However, for Rx1d in the 2030s, as well as mean and SDII in some
regions until the 2060s, the internal variability was the largest contributor. In addition, whilst
scenario uncertainty accounted for a negligible proportion of average precipitation variability, for
the more extreme the precipitation indices, scenario uncertainty contribution to total variability by
the end of the century was significant; namely, the scenario uncertainty contribution was overall
highest for the maximum one-day precipitation. Additionally, comparatively wetter regions had
greater overall projection uncertainties, especially uncertainty arising from internal variability,
likely due to the influence of interannual variability from the EA summer monsoon.

1. Introduction

The incidence of precipitation extremes is increasing
worldwide (IPCC 2014, 2022). Heavy precipitation
intensification, increased tropical cyclone landfall
risk, and associated flooding, along with intensified
droughts projected in the future, are likely to cause
involuntary migration of people in the mid-to-long-
term (IPCC 2022). East Asia (EA) is especially vul-
nerable to climate change owing to the combination
of high population density living near coastlines as
well as natural and topographic factors (IPCC 2014,

2022). Therefore, owing to the potential damage
caused by extreme precipitation events, it is imperat-
ive to provide policymakers with accurate and reliable
climate projections over the EA. However, climate
projections by climatemodels depend on a number of
factors, such as different emissions and radiative for-
cing, as well as various model settings and paramet-
rizations, resulting in a wide range of plausible future
scenarios, leading to certain levels of uncertainty in
any projection (Flato et al 2013, Vial et al 2013,
Lee et al 2021). Several sources contribute to uncer-
tainty in future climate projections. Understanding in
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detail how each source contributes to the total uncer-
tainty in future climate projections can help us more
effectively respond to climate change. Accordingly,
many attempts have investigated the sources con-
tributing to uncertainty in future climate projec-
tions. Two of the most common ways to separ-
ate uncertainty are the fit-to-polynomial (Hawkins
and Sutton 2009, 2011), and the two-way analysis
of variance approaches (Suzuki-Parker et al 2018,
Christensen and Kjellström 2021, Lee et al 2023). The
former focuses on separating the uncertainties arising
from internal variability, models, and different emis-
sions scenarios, whereas the latter focuses on separ-
ating the uncertainties originating from global cli-
mate models (GCMs) and regional climate models
(RCMs).

There has been a large body of research regard-
ing future climate change uncertainties on a global
scale (Hawkins and Sutton 2009, Chen et al 2014,
Lehner et al 2020); Europe (Rajczak et al 2013, Kutiel
2019); the North American region (Monier et al
2014), and EA (Park et al 2023). However, most of
these studies focused on uncertainties in the mean
annual or seasonal changes and were often per-
formed using data obtained from GCMs. Because of
this, understanding of the uncertainties in extreme
precipitation event changes on smaller regional
scales, specifically over the EA domain, remains
limited.

Considering their coarse resolution, GCMs
are insufficient for detailed future climate simu-
lations on regional scales, especially in domains
involving complex terrain and coastal regions (Gao
et al 2006, Rummukainen 2015, Torma et al 2015,
Kim et al 2020a). To resolve this issue, as well
as to provide coordinated sets of regional pro-
jections worldwide, the World Climate Research
Programme established the Coordinated Regional
Climate Downscaling Experiment (CORDEX) pro-
ject. The CORDEX EA project team has produced
dynamically downscaled data using several RCMs
forced by various GCMs, which have been used as
the basis for numerous studies on the future cli-
mate (Park et al 2016, 2020, 2021, Lee et al 2017,
Jo et al 2019, Juzbǎsíc et al 2022, Kim et al 2023, Seo
et al 2023).

Therefore, this study aimed to provide insights
into the uncertainties regarding extreme precipit-
ation projections over EA. This is the first study
to separate the uncertainty sources for extreme
precipitation projections over the EA using high-
resolution datasets from multi-GCM and multi-
RCM simulations. For policymaking, knowing the
influence of the different sources of uncertainty,
especially the amount of variability arising from
the different emissions scenarios, is of paramount
importance.

Table 1. Abbreviations and descriptions of the sub-regions used in
this study.

Abbreviation Geographical region

NEC Northeastern China
NC Northern China
YHR Yangtze–Huaihe River Basin
SC Southern China
KO Korean Peninsula
JP Japan

Figure 1. Elevation (unit: m) map of the domain with
marked sub-regions described in table 1.

2. Data andmethods

2.1. Datasets and domain
The EA domain analyzed in the present study
(defined as the area between 100–150◦ E and 20–
50◦ N) encompasses most regions vulnerable to
changes in extreme precipitation, including parts of
China, Korea, and Japan. The primary domain was
divided into six sub-regions for a more detailed spa-
tial analysis (table 1). The geographical locations
and the topography of the sub-regions are shown in
figure 1.

This study used daily precipitation data for the
boreal summer period (June–July–August, JJA). The
model data used in this study was produced as a part
of the CORDEX-EA Phase II project. Fifteen different
GCM–RCM chains were used, of which 10 used rep-
resentative concentration pathway (RCP) scenarios,
and five used shared socioeconomic pathway (SSP)
scenarios for future projections. Only one realiza-
tion of each model was used in the present study.
Models using RCP scenarios are the three GCMs from
the Coupled Model Intercomparison Project Phase 5
(CMIP5), namely the GFDL-ESM-2M (Geophysical
Fluid Dynamics Laboratory Earth System Model,
Zadeh et al 2012), HadGEM2-AO (Hadley Centre
Global EnvironmentModel version 2—Atmosphere–
Ocean, Martin et al 2011), and Max Planck Institute
ESM Low Resolution (MPI-ESM-LR) (Giorgetta et al
2013). The (UK-ESM (Sellar et al 2019) was selec-
ted from CMIP phase 6, which uses SSP scenarios.
The GCMs selected in this study have been shown to
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accurately simulate the East Asian climate (e.g. Seo
et al 2013, Guo et al 2016). UKESM, which is built
on he HadGEM3model, has been selected as the rep-
resentative of CMIP6 models for the 2nd phase of
CORDEX-EA as it is a continuation of the HadGEM
model series, which have been proven to simulate
Asian Climate reasonably. The details of the six
regional models used for downscaling in the present
study, as well as all GCM–RCM chains, are listed in
table 2.

The regionalmodels in this phase of theCORDEX
project were run on a 25 km curvilinear grid.
Dynamical downscaling has been shown to have
added value, especially in regions of complex terrain,
and these specific models have been shown in pre-
vious studies to simulate the precipitation over EA
adequately (e.g. Park et al 2016, Kim et al 2020b,
Hui et al 2022, Kim et al 2022, Seo et al 2023).
For easier comparison, the model data were reg-
ridded using bilinear interpolation to the common
0.25 × 0.25◦ grid. As the CMIP5 and CMIP6 his-
torical experiments were conducted over slightly dif-
ferent periods, the common period from 1981–2005
was used as historical reference period. To evaluate
future changes, two scenario combinationswere used:
RCP2.6 and SSP1-2.6, and RCP8.5 and SSP5-8.5. The
future period analyzed in this study was 2015–2099,
as the CMIP6 model future period began in 2015,
and some of the models did not extend to 2100. The
future period was divided into three time spans: the
near future (2025–2049), mid-future (2050–2074),
and distant future (2075–2099) for detailed analysis.
As the forcing in the SSP scenarios follows the emis-
sions assumed in the RCP scenarios, a direct com-
parison was considered appropriate. Li et al (2021)
showed that corresponding scenario projections for
the CMIP5 and CMIP6 models for EA showed sim-
ilar changes for both mean and extreme precipita-
tion. The aforementioned combinations were chosen
as they represent the opposites—with RCP2.6/SSP1-
2.6 being closest to the goal of the Paris Agreement,
and the RCP8.5/SSP5-8.5 scenario being the projec-
tion assuming continuous heavy fossil fuel use, the
so-called ‘business as usual’ scenario. In the present
study, none of the RCMs are coupled with aerosol
models, and the concentrations and levels of aero-
sols are kept at the climatological level within RCMs,
meaning that the aerosol effects are only included
through the indirect impact through the boundary
conditions.

Because bias correcting the data can add addi-
tional uncertainties to the future projections (Lafferty
and Sriver 2023), and for precipitation projections,
the percentiles were used instead of raw values,
the bias correction has not been performed in this
study.

2.2. Methods
2.2.1. Extreme precipitation indices
The present study used four precipitation intensity
indicators, defined by the Expert Team on Climate
ChangeDetection and Indices (Klein Tank et al 2009):
JJA mean precipitation; simple daily intensity index
(SDII), which is the precipitation on rainy days (days
with> 1mmprecipitation) divided by the number of
rainy days; maximum daily precipitation (Rx1d); and
maximum cumulative five-day precipitation (Rx5d).
Each index was calculated at each grid point for each
year, for each model separately. Only grid points loc-
ated on land were used.

2.2.2. Separating the uncertainties
Uncertainties were decomposed according to the
methodology described by Hawkins and Sutton
(2009, 2011). Each grid point was analyzed separ-
ately. The total uncertainty of each projection con-
sists of three parts: internal system variability, model
uncertainty, and uncertainty arising from differences
in forcing, known as scenario uncertainty. Internal
variability of the system encompasses the factors
arising from natural variability of the system, that
happen in the absence of any radiative forcing. These
fluctuations are an intrinsic feature of non-linear
dynamic systems, and arise, among other things,
from uneven distribution of energy across the globe.
An example of such variability would be El Nino
Southern Oscillation. Additionally, these uncertain-
ties can also arise from the imperfect initializations
of the system.

First, each model projection was fitted for the
whole period from 1981 to 2099 using a least squares
fit to a fourth-order polynomial. The raw projection
is as follows.

Xm,s,t = xm,s,t + im,s + εm,s,t (1)

where x denotes the fit, i denotes the reference value,
and the reference value used is the historical average.
Finally, ε is the residual of the fit. The subscripts refer
to model (m), scenario (s), and time (t), respectively,
where time is in years.

The internal variability component is defined as
the variance of the residuals of the fits:

IV=
1

Nm

∑
m

vars,t (εm,s,t) , (2)

where N represents the number of models (15). This
parameter does not change over time. In addition, the
calculated internal variability value was slightly dif-
ferent for each model; therefore, a multi-model mean
was used.

Model uncertainty was calculated as the multi-
scenario mean of the variance of the different model
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projection fits. This uncertainty arose from the dif-
ferent schemes and parameters used in the models,
resulting in slightly different projections for the same
radiative forcing.

MU(t) =
1

Ns

∑
s

varm (xm,s,t) , (3)

where N indicates the number of scenarios.
Finally, the multi-model mean variance was used

as a scenario uncertainty (SU) parameter:

SU(t) = vars

(
1

Nm

∑
m

xm,s,t

)
. (4)

These uncertainty components were assumed to
be independent. Therefore, total variance (T) is the
sum of the three components.

T(t) = IV+MU(t)+ SU(t) . (5)

3. Results

3.1. Future projections
The simulated changes in the extreme precipitation
indices in EA for the three future periods are shown
in figure 2. The area-averaged mean JJA precipitation
was not projected to have significant changes in either
scenario, with an increase of 5.5% and 12.8% by the
end of the century in the low- and high-emissions
scenarios, respectively. The SDII changes in all peri-
ods were projected to be somewhat larger than the
mean precipitation in high-emissions simulations,
but with a similar magnitude of change as the mean
in the low emission scenarios. In contrast, Rx5d and
Rx1d showed greater changes under higher emissions
scenarios, continuously increasing until the end of the
century. Specifically, Rx1d was projected to increase
by 33% on average by the end of the century in the
RCP8.5/SSP5-8.5, with certain parts of the domain
exceeding a 50% increase. According to these res-
ults, in the high-emissions scenarios, the increase rate
of the high-intensity extreme precipitation indices
(e.g. Rx5d and Rx1d) is greater than the average
precipitation and the low-intensity extreme precip-
itation index (e.g. SDII). Moreover, this is expected
to increase further over time. Additionally, previous
research (Samset et al 2019, Zhao et al 2019, Wilcox
et al 2020) has shown that there is a non-negligible
effect on precipitation fromEast Asian Summermon-
soon due to the cloud-aerosol interactions, in a sense
that decrease in aerosol emissions results in both
higher warming, but also higher increases in extreme
precipitation. However, as the present study uses just
one run of all of themodels, andRCMsdonot directly

simulate changes in aerosol concentrations, it would
be hard to quantify these effects and separate them
from the effects of greenhouse gas emissions. That
is, the effects of aerosol changes are included in the
RCM simulations through the indirect impacts of the
boundary conditions, while the aerosol levels them-
selves are kept constant at climatological levels in the
RCMs as they were set up for this study. The differ-
ences in the responses in different regions can also
partially be accounted for by the future changes in
EASM, namely changes in low-level vapor, as well as
the changes in southerly winds, bringing more mois-
ture to specific parts of the domain (Kim et al 2020a).

3.2. Uncertainties of future extreme precipitation
projection
Figure 3 is a cascade plot showing the projected
area-averaged percentages of change at the beginning,
middle, and end of the century (top, middle, and bot-
tom of the graph, respectively). This uncertainty cas-
cade plot is an intuitive tool that easily identifies the
contribution of uncertainty components (e.g. model
spreads and scenario ranges) (Park et al 2023). The
top point of each cascade plot is the average estim-
ated change fromallmodels and scenarios, themiddle
points denote the average of each scenario (blue for
lower emissions and red for higher emissions), and
the bottom points are the projections of each separ-
ate model (Hawkins 2014, Swart et al 2015, Park et al
2023). Therefore, the larger the difference between
the two points in the middle, the greater the scen-
ario uncertainty, whereas the bottom points (model
spread) denote the general model uncertainty. The
spread between the models increases with time, with
the 2090s having the widest and the 2030s having
the narrowest spread. Overall, the spread between the
models for the same emission scenario is lowest for
SDII, but the spread between the different emission
projections is lowest for the mean precipitation for
all the periods and all sub-regions except NEC, where
SDII and Rx5d have very small spread between dif-
ferent projections in the 2060s. There are very minor
differences, if any, between different warming scen-
arios for the projections of mean precipitation in the
2030s and 2060s for all regions between NEC and
YHR. At the end of the century, the spread between
the scenarios is, for all sub-regions, largest for Rx1d,
signifying that the most extreme precipitation is the
most affected by anthropogenic changes. The spread
between the models themselves is largest for the NEC
domain for all the indices except Rx1d, where at the
end of the century, the SC domain has the most
extensive spread, especially in the high emission scen-
arios (marked in red). Additionally, in general, the
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Figure 2. The changes (%) of the precipitation indices from least to most extreme: a) daily mean, b) SDII, c) Rx5d, and d) Rx1d.
Area mean values are given in the bottom right corners.

model spread is wider for the higher emission scen-
arios than for the lower for all the indices, implying
that higher emissions also lead tomoremodel variab-
ility in the projections, which is likely a consequence
of different climate sensitivities of the different
models.

Figure 4 shows the contribution of each uncer-
tainty component at different times in the future,
namely in the 2030s, 2060s, and 2090s. To reduce
noise, the fine resolution model data has been aver-
aged per 1◦ × 1◦. In the 2030s, for mean and SDII,
depending on the area, either internal variability or
the model uncertainty accounted for the majority of
the variability. For Rx5d and Rx1d, however, internal
variability component accounted for the majority of

the variability over most of the domain. The scen-
ario uncertainty contribution was negligible for all
the indices. In the 2060s, model uncertainty was
the primary source of uncertainty for all indices.
This is particularly notable for mean precipitation
(figure 3(a)) and SDII (figure 3(b)).However, in some
areas (small parts of KO, JP, and NEC, as well as the
coastal part of YHR), internal variability remained
the main contributor to total uncertainty for mean
and SDII, while the areas of the internal uncertainty
being the main contributor were more interspersed
and larger for Rx5d and Rx1d (figures 4(c) and (d)).
Scenario uncertainty accounted for an insignificant
amount for the mean, but for the other indices, it
started to show up in the southern part of Japan, the
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Figure 3. Cascade plots of the area-averaged predictions for (a) main domain, EA, and (b) each sub-region (left-to-rightKO, JP,
NEC, NC, YHR, and SC, for the four indices (top-to-bottom: mean, SDII, Rx5d, and Rx1d). The point at the top is the mean
change across all simulations, middle points are means across scenarios, and the bottom points show the change projected by each
individual model. These points are connected with lines for figure readability. The simulations using RCP2.6/SSP1-2.6 scenarios
are marked in blue, while the simulations with RCP8.5-SSP5-8.5 are marked in red. The graph shows three separate decades for
each region: the 2030s, 2060s, and 2090s.

southwestern China, and the Russian Primorsky Krai.
This indicates that extreme precipitation in these
regions may become more sensitive to anthropogenic
warming signals at an earlier period compared to
other regions. Toward the end of the century (2090s),
model uncertainty overall contributed to the largest
portion of uncertainty for all indices. However, for
SDII, Rx5d, and Rx1d there are parts of the domain
where the scenario uncertainty accounts for more
than 50% of the variability, namely in parts of JP, part
of SC, and for Rx1d the southernmost part of KO.
For mean precipitation, internal variability contribu-
tion was roughly double the scenario contribution
at the end of the century, however for other indices,
the contributions of scenario uncertainty and internal
variability are overall comparable. Additionally, the
contribution of the scenario uncertainty was larger
for more extreme indices. This implies that extreme
precipitation projections are more affected by dif-
ferent emissions and warming projections than the
mean changes. The Russian Primorsky Krai, southern
China, the southern region of KO, and JP were most

affected by scenario uncertainty at the end of the cen-
tury, while the northern part of KO, the northern part
of JP and overall northwestern China were the least
affected. This indicates that an enhanced anthropo-
genic warming signal is likely to have a greater impact
on the projections of extreme precipitation indices in
these regions.

All three uncertainty contributions to the total
variance for the future projections averaged per
region are shown in figure 5, for the primary domain
and sub-regions. The influence of scenario uncer-
tainty in each region at the end of the century
tends to be greater for more extreme indices. For
mean precipitation, scenario uncertainty accoun-
ted for between 13.2% (SC) and 29.2% (YHR) of
the total uncertainty at the end of the century. For
most regions, the contribution of scenario uncer-
tainty is insignificant until the 2070s or 2080s. In
contrast, for Rx1d, the scenario uncertainty during
the last decade accounted for 37.2% (NEC) to 65.4%
(JP) of the total. For Rx1d, JP was the most sens-
itive to emissions scenario differences, followed by
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Figure 4. Individual uncertainty contributions [%] for (a) mean daily precipitation, (b) SDII, (c) Rx5d, and (d) Rx1d. The value
shown in the figure is a decadal mean for the specified decade. In each sub-figure, the first, second, and third rows represent the
2030s, 2060s, and 2090s, respectively. The first, second, and third columns denote internal variability, model uncertainty, and
scenario uncertainty, respectively.

YHR, and KO. The proportion of variability con-
tributed by scenario uncertainty in most sub-regions
is comparable for SDII, Rx5d, and Rx1d. Overall,
model uncertainty was more influential in the drier
regions (NC and NEC) for all of the indices, while
internal variability had a higher influence, especially
for extreme indices, in the wetter regions (KO, JP, and
SC). The reason for the higher internal variability
of the wetter regions could be attributed to the fact
that they are affected by the EA summer monsoon
(EASM), which is the largest contributor to annual
precipitation in those regions. This contributes to
internal variability and is also projected to strengthen
in the future, leading to increased variability
(Lee et al 2023).

Whilst the percentage contribution of each com-
ponent provides an overall picture, it is also import-
ant to address the total uncertainty. Therefore,
figure 6 shows the total uncertainty contributed by
each component per region. The total amount of
uncertainty, expressed in %2, was highest for Rx1d

in all regions, reaching between 400%2 in KO and
1000%2 in SC by the end of the century, and the
smallest for the SDII, between 100%2 in KO and
240%2 in NC. The uncertainty was overall the highest
in NC and NEC, which most likely stems from these
regions being relatively dry. This is because the per-
centile of uncertainty for relatively small amounts of
change is high. Notably, however, at the end of the
century, the highest uncertainty of Rx1d was recor-
ded in the SC region. This result is due to a signific-
ant increase in scenario uncertainty at the end of the
century in SC. Smaller sub-regions have more con-
siderable internal variability than the whole domain,
which is consistent with previous results (Hawkins
and Sutton 2009, 2011, Park et al 2023). The internal
variability for all indices was the highest in KO, the
smallest among the sub-regions, whichmayhave been
considerably contributed by the influence of EASM.
This is partially due to the fact that EASM itself is also
connected to ENSO, which is part of internal vari-
ability. Therefore, areas where extreme precipitation
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Figure 5. Individual uncertainty contributions for (a) the primary domain (EA), and (b) each sub-region (left-to-right: KO, JP,
NEC, NC, YHR, and SC) for all four indices (top-to-bottom: Mean, SDII, Rx5d, and Rx1d). Model uncertainty is denoted in blue,
scenario in green, and internal variability in orange.

is influenced more by EASM have higher internal
variability. Additionally, the drier areas such as NEC
and NC have higher model uncertainty because as
the mean is smaller, the relative deviations from the
mean due to model settings are higher. These res-
ults imply that since internal variability is a major
source in near-term uncertainty in smaller regions.
While the improvements in the near-term climate
predictions might reduce internal variability some-
what (Cox and Stephenson 2007, Smith et al 2007,
Hawkins and Sutton 2009, 2011, Park et al 2023), the
internal variability is largely not significantly redu-
cible as the effects of better initialization donot persist
longer than few years (Hawkins et al 2016, Lehner and
Dresen 2023). The model uncertainty for all indices

was highest for the driest regions, that is, NC and
NEC, for the same reason as the total uncertainty. For
mean precipitation, scenario uncertainty was highest
inNCat the end of the century and smallest inKOand
SC. KO, JP, and NC regions all have a sudden uptick
in the model uncertainty after 2085 for mean precip-
itation. For other indices, the increase in the model
uncertainty is more gradual, except in the SC region
for Rx1d. For the indices other than mean precipita-
tion, the increase in total uncertainty was steeper after
the 2060s in all regions, mainly contributable to the
influence of the scenario uncertainty. Therefore, this
means that warming caused by human activities will
have a considerable impact on the increase in future
extreme precipitation at the end of the century.
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Figure 6. Total variance [%]2 attributable to individual uncertainties, for (a) the primary domain, and (b) each sub-region
(left-to-right: KO, JP, NEC, NC, YHR, and SC) for all four indices (top-to-bottom: mean, SDII, Rx5d, and Rx1d). Model
uncertainty is denoted in blue, scenario in green, and internal variability in orange. The y-axis ranges for the four indices are
different from each other.

4. Conclusions and discussion

This study evaluated uncertainties in the predictions
of the future precipitation extremes over the EA
domain using multi-GCM–multi-RCM datasets at
high resolution (25 km). In the low emissions scen-
arios, the projected changes in all indices were stable,
with a mild increase until the mid-future period, fol-
lowed by a slight decrease toward the end of the cen-
tury. However, in the high-emissions scenarios, there
was a continuous increase until the end of the cen-
tury, which was more prominent with more extreme
indices. That is, the largest increase (>50% in some
regions of the domain) was projected for Rx1d, which
is consistent with previous studies (Kim et al 2018,
Park et al 2021).

Different component contributions to the uncer-
tainty were quantitatively assessed. Overall, at the
beginning of the century, the model uncertainty
accounted for the majority of the uncertainty in
most sub-regions formost indices, with the exception

of KO, where internal variability accounted for the
largest part of the uncertainty (figure 5). As the
internal variability is not time dependent, and the
model and scenario uncertainty increase in time, the
contribution of the internal variability got lower fur-
ther in the future.

Scenario uncertainty played an insignificant role
in most of the domains for all periods in the mean
precipitation projections. However, for more extreme
indices, the scenario uncertainty contributed to a lar-
ger proportion of the uncertainty, with its influence
starting somewhat earlier for KO and JP than other
domains. By the end of the century, the influence of
the scenario uncertainty surpassed internal variabil-
ity for all sub-regions, as well as model uncertainty
in some sub-regions (KO, JP, and YHR; figure 5), for
all extreme precipitation indices. As the model spread
is partially dependent on the climate sensitivity of
the models (Effective Climate Sensitivity (EffCs), e.g.
Schlund et al 2020,Meehl et al 2020), amore in-depth
study on the reasons for the model spread, and the
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effect of different factors, including EffCS and aerosol
impacts is planned to be conducted in the future. The
figures showing the relationship between the EffCS of
theGCMs used in this study and the change in precip-
itation indices for the three periods, and both scen-
arios used in this study are included in the supple-
mentary files, along with the table noting all of the
values.

Conversely, the influence of different sources of
uncertainty is not equally distributed all over the spe-
cific sub- regions. Namely, the northern part of the
KO region displayed a fairly low scenario uncertainty
for all of the indices even at the end of the cen-
tury; however, in the southern part, for Rx1d, scen-
ario uncertainty exceeded 50% in some parts. A sim-
ilar pattern was observed in Japan, with the central
and southern regions being more affected by scenario
uncertainty with some areas having scenario uncer-
tainty as the main contributor (>50%) by the end of
the century (figure 4).

In conclusion, in some parts of EA, changes in
extreme precipitation are largely dependent on emis-
sions. The areas that experience the heaviest precipita-
tion under the current climate (KO, JP, SC, and YHR)
also have the highest contribution from scenario
uncertainty. The significance of this study lies in the
demonstrated differences in the factors that affect the
mean (usually analyzed) and extreme uncertainties.
Specifically, we demonstrated that scenario uncer-
tainty plays a greater role in the projections of the
extreme precipitation than the mean despite more
total variance. Therefore, there are several potential
uses for this study. First, as the results of the simula-
tions of the extremes are often used in impact stud-
ies, such as calculating the return values of precipit-
ation for the purpose of flood defense systems, the
impact modelers could benefit from the findings of
this study. Namely, being aware that extreme projec-
tions are inherently more uncertain than the projec-
tions of means, therefore data should be used with
caution. Especially in the short term, where internal
variability plays a high role in some regions, impact
modelers should take this into account when mod-
eling the impact and suggesting potential responses.
Additionally, the results of this study could be
used as a reference for the stakeholders and poli-
cymakers, emphasizing the need for low-emission
policies to prevent potentially catastrophic disasters
caused by extreme precipitation events, as scenario
uncertainty plays a heightened role at the end of the
century.

The results in the present study are only par-
tially consistent with those of Xu et al (2019), which
showed that for extreme precipitation over China,
the influence of the model is higher than that of the
scenario. However, as the method used was different,
and the internal variability was not accounted for at
all, in the aforementioned study larger amount of

variability (>90%) comes from models, rather than
scenarios, while the present study showed that the
scenario influence is not insignificant, especially at the
end of the century. In addition, our results are also
in agreement with those of both Zhou et al (2014)
and Zhou et al (2020), who concluded that scenario
uncertainty plays a greater role in extreme precipit-
ation than it does for means. The internal variabil-
ity comes from two sources: the natural variability
of the earth’s climate systems and the variability in
the model calculations. It is assumed that progress in
our understanding of climate systems and improve-
ments in near-term climate predictions will result in
the reduction of internal variability in the near-future
(Cox and Stephenson 2007, Smith et al 2007,Hawkins
and Sutton 2009, 2011, Park et al 2023).

This study has a limitation related to the data
used: the number of models was relatively small,
only two scenario combinations were used, and only
one run of each model was used. In particular, for
CMIP6, only one forcing GCM was used, namely,
the UKESM, which has a relatively high climate sens-
itivity. It would be interesting to repeat this study
once more GCM–RCM combinations become avail-
able, and more runs of the same models are conduc-
ted. Additionally, one further limitation of the cur-
rent study lies in the design of RCM experiments. As
they are climatemodels and not Earth SystemModels,
aerosol interactions, land use, biology, and even air-
sea coupling were not included, and the future scen-
ario forcing only included changes in greenhouse
gases. This limitation will be addressed in the future
through the development of a regional earth system
model.

We also have a future plan to analyze the uncer-
tainties for the mean and extreme values of different
variables such as temperature and relative humidity.
In particular, we will focus on the uncertainties of
temperature-related extreme events, because EA is the
domain in which both precipitation and temperat-
ure extremes tend to occur in the same season (boreal
summer).
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