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Abstract—This paper investigates an asynchronous offloading protocol
for mobile edge computing (MEC) systems where the computational tasks
of mobile users are partially offloaded to a MEC server at a base station
(BS). In the proposed asynchronous approach, upload, computation, and
download of the tasks are performed in an asymmetric and non-orthogonal
manner. A joint optimization problem of the transmit power, the offloading
size, and the time-frequency resources is addressed to minimize the en-
ergy consumption of the overall system. By applying convex optimization
techniques, the optimal solution for the asynchronous MEC offloading
problem can be obtained. Numerical results demonstrate the effectiveness
of the proposed asynchronous protocol over the conventional synchronous
approach.

Index Terms—Mobile edge computing, task offloading, energy efficient,
resource allocation, convex optimization.

1. INTRODUCTION

Recently, mobile edge computing (MEC) has been regarded as a
promising solution for overcoming low computing power and short
battery lifetime of internet-of-things (IoT) devices through cooperation
with a computing server located at a network edge [1], [2]. The
MEC protocol is carried out sequentially as the uplink, computing,
and downlink stages. First, in the uplink stage, instead of processing
computationally intensive applications directly at the device itself, full
or part of their computational tasks is transferred to the MEC server.
Then, the MEC server handles the task data in the computing stage,
and the device receives the computation results in the downlink stage.
Thus, the data computing load at the device is alleviated, which results
in reduced energy consumption.

For the offloading of the tasks through wireless channels, the MEC
systems have been investigated to identify proper communication pro-
tocols [3], [4]. To minimize the energy consumption, power and time
allocation was studied for the two-user case with the task offloading
stage in [3]. In [4], a synchronous protocol was adopted where users’
data are simultaneously offloaded, processed, and downloaded. By
jointly optimizing the transmission time allocation, offloading parti-
tion, and power control, the total energy consumption was minimized.
However, as uplink/downlink and computation are orthogonally per-
formed in the synchronous protocol, resource utilization may not be
efficient.
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Fig. 1.  Frame structure of an asynchronous MEC protocol.

In this paper, we propose a new asynchronous design based MEC
offloading protocol where upload, computation, and download of the
tasks are performed in an asymmetric and non-orthogonal manner. In
detail, to fully exploit communication and computation resources, the
offloaded task data from users are computed sequentially at the MEC
server in a base station (BS), while the users who are not involved
in the computing stage can upload or download the data. Considering
the green communication for the MEC system [5], the total energy
consumption minimization problem is addressed by jointly optimizing
the transmit power, the bandwidth allocation, the time duration, and task
offloading partition under the proposed asynchronous protocol. In order
to deal with the problem of interests, the original non-convex problem
is turned into an equivalent convex problem. Then, the optimal solution
is obtained via convex optimization techniques, such as the Lagrange
duality method and the ellipsoid method [6]. Numerical results demon-
strate the performance improvement over the conventional synchronous
protocol [4].

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a MEC offloading system where users offload their
computation tasks to a MEC server installed in a BS. The task offloading
is performed for a group of K users whose task are arrived within a
similar time. User k£ (k = 1, ..., K) needs to finish the computation of
the task Sy, of length Lj bits within the maximum allowable latency
T'. Since the computing power of mobile devices is generally limited,
a partial offloading strategy has been adopted [2], [4] where user k
offloads I, € [0, L] bits of its task S, to the MEC server. Then, the
remaining L — [, bits are locally computed at user k. To this end, after
the BS receives the offloading task of length [, bits through the uplink
channels, the MEC server performs the computation of the offloaded
bits. Then, the BS transmits the computation results to the users in the
downlink.

In conventional synchronous protocols, these uplink, computing,
and downlink stages are assumed to be perfectly synchronized for all
users. However, since computation and uplink/downlink are performed
separately at the MEC server, the BS can still receive and transmit
the data during the computing state. Thus, the performance of the
synchronous protocol in [4] can be further improved by allowing asyn-
chronous transmission and reception. Motivated by this, we propose
a new frame structure for the asynchronous MEC protocol in Fig. 1.
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The details of the proposed asynchronous protocol are discussed in the
following.

A. Proposed Asynchronous Offloading Protocol

Unlike the synchronous scheme where all users are aligned at the
same stage [4], in the proposed asynchronous system, the duration of
each stage can be different for each user. To model this feature, we divide
the total system latency 7" into K + 2 time slots as shown in Fig. 1.
Denoting t[n] as the duration of time slot n (n = 1,..., K + 2), the
total latency constraint is given by

K+2

>t <T. 1)

n=1

Without loss of generality, it is assumed that the computation at the
MEC server is sequentially carried out from user 1 to user K.' In
the uplink stage, user k offloads [, bits to the BS during time slots
n = 1,..., k. Then, at time slot k + 1, the offloaded data from user k
is computed at the MEC server. As communication resources can be
utilized concurrently, the BS at time slot k 4 1 receives the offloaded
data from users k + 1,..., K, while users 1,2,...,k — 1 download
their computation results from the BS. After the computing stage at the
BS, the computation result can be downloaded to user k during time
slots k +2,..., K 4+ 2.

1) Offloading Model: As the proposed asynchronous framework
carefully assigns either uplink, computation, and downlink stages,
multi-user interference can be successfully mitigated through the opti-
mized time durations regardless of multiple access schemes. Due to the
simplicity of the decoding strategy, frequency division duplexing and
frequency division multiple access schemes are employed for the upload
and download of the tasks. So, all the uplink and downlink transmissions
of the users are carried out in orthogonal frequency resources with
the bandwidth optimization. Let ay[n] and Sx[n]| be the bandwidth
ratio for user k at time slot n assigned to the uplink and the downlink,
respectively. Then, we have

n—2

S audnl + 35

k=n k=1

sl = 1,vn. )

Let hj, be the channel gain between the BS and user, which is assumed to
be constant during the latency 7". Then, in the uplink stage, the number
of the offloaded bits 7 ; [n] from user & at time slot n (n < k) is written

by
Pr [n]’Yk
“anlnl ] ) ) 3)

where W stands for the total bandwidth, p[n] is the uplink transmit
power of user k at time slot n, and vy 2 hy/(Wa?) represents the
effective signal-to-noise ratio (SNR) with o being the noise variance.
It is noted that py[n] = 0 for n > k from the asynchronous structure
in Fig. 1. To upload total [, bits to the MEC server during the uplink
stage, each user needs to satisty

Iy k[n] = t{n]Way[n]log, (1 +

k
> Iyln] > i, Vk. 4)

n=1

After user k£ completes offloading the task data, the MEC server
executes the computation of [, bits at time slot k& + 1. Let C (cy-
cle/bit) be the number of the central processing unit (CPU) cycles for

'The impact of the user ordering on the offloading performance will be
examined in Section IV.
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processing the input task Sy, of user k. Then, the CPU cycle frequency
fs,k (cycle/sec) required for calculating I, bits at the MEC server is
expressed as fs = Cyl/t[k + 1]. Due to practical limitations of the
CPU, its cycle frequency fs  should be designed not to exceed its
maximum bound fs max, Which can be written by

The energy consumption Ej ; for the computation of [, bits at the
MEC server can be characterized by the dynamic voltage and frequency
scaling (DVFS) model as Es j = ks(Cili)*/t?[k + 1] [1], [2], [4],
where kg is the effective capacitance coefficient at the MEC server.
After processing at the MEC server, the amount of the computation
results is assumed to equal 7 [, where 7, indicates the reduction ratio
of the data size after computation which depends on the task type of
user k.

In the downlink stage, the computation result is forwarded to
user k through the downlink channels during time slots k + 2,k +
3,..., K + 2. Similar to (3), the number of bits Ip [n] downloaded
from the BS to user k at time slot n (n > k + 2) can be expressed as

)

I [n] = t{n] W i [n] log, (1 + ©)

where g, [n] accounts for the downlink power of the BS for user k at
time slot n, and is 0 for n < k + 2. Since the length of the computation
results is 1 l, we have the constraint on the downlink transmission of
user k as

K42

> Ipkln] > mely, k. @)
n=k+2

2) Local Computing Model: While the offloaded ), data bits
are being processed at the MEC server, each user needs to locally
address the computation of the remaining L, — [, within the total
allowed latency 7'. Similar to (5), the CPU cycle frequency fi i, =
Cy(Ly — 1)/ T of the local computation at user k has the maximum
frequency constraint as

Ck(Lk - lk) S TfL,max7Vk'7 (8)

where fi, max denotes the maximum frequency at each user. The energy
consumption of user k for the local computation is given by Ey j =
kL (Cr(Ly — 11))? /T2, where ry, represents the effective capacitance
coefficient at the user.

B. Problem Formulation

We aim to minimize the weighted sum energy consumption by
jointly optimizing the transmit power P £ {py[n], q.[n], Vk,n}, the
bandwidth allocation W £ {«[n], Bx[n], Vk,n}, the time duration
T £ {t[n], ¥n}, and the offloading partition O = {l;,, Vk}. The overall
energy consumptions (user and (pg at the users and the BS, which
include both the computation and communication processes, are re-
spectively obtained as

K K k
Cuser - ZEL,k Z Z n]Pk n]7 (9)
k=1 k=1 n=1

(10)

CBs = ZESk+Z Z tn]qi[n

k=1 n=k+2

Authorized licensed use limited to: UNIST. Downloaded on September 06,2023 at 05:10:17 UTC from IEEE Xplore. Restrictions apply.



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 70, NO. 1, JANUARY 2021

Denoting Py and Pp as the peak power budget at the user and the BS,
respectively, the problem is formulated as

(P1): ,Vn\}}n’owlcuber + wy(ps (11a)
St o ymin <l < Ly, Yk, (11b)

K
peln] < Py,Yk,n, > qe[n] < Pp,Yn,  (llo)

(1), (2),(4),(5),(7),

where w; and w, indicate non-negative weights for total energy
consumption, and Iy yin = max(0, Ly — T fimax/Ck) from (8). For
objective (11a) and constraints (4) and (7), since the multiplication
of affine and concave function is neither convex nor concave, (P1)
is generally a non-convex problem and thus, it is difficult to handle
the problem (P1). In the following section, we investigate the globally
optimal approach to solve (P1).

III. PROPOSED ALGORITHM

We propose an optimal algorithm for solving the non-convex for-
mulation (P1). To this end, we first recast (P1) as an equivalent convex
problem by employing the change of the variables as

(12)
13)

Ey x[n] = tn]px[n], Epk[n] = t[n]qx[n],
Apg[n] = t[n]ax[n], Biln] = t[n]Bk[n].

From (12), the energy consumptions in (9) and (10) are turned into

Euser = ZELHZZEUkn], (14)
k=1 n=l1
K K+2

st—ZESkJrZ > Epiln (15)
k=1 n=k+2

In addition, by applying (13), we can rewrite Iy, [n] in (3) and Ip j[n]
in (6) as

Ey,k[n]vk
1 =WA 1 14+ ———= 1
Ep k[n]y
1 =WB I 14+ —=——. 17
palnl = W [nllog, (1 + a7
Then, the equivalent reformulation of (P1) is given as
(Pll) : EzO,AI?(l)I,lTEO,O wléuser + w2€BS (188)
st.  Eygln] <tn|Py,Vk,n, (18b)
ZED x[n] < t[n]Pp,Vn, (18¢c)
K n—2
> Agln] + ) Biln] < tn],Vn, (18d)
k=n k=1

(1), (4), (5), (7), (11b),

where E £ {Ey.[n], Epx[n],Vk,n} and A 2 {A;[n], Bx[n],
Vk,n}. Problem (P1.1) now becomes convex since (14) and (15)
are convex and (16) and (17) are jointly concave functions of
{Ev x[n], Ag[n]} and {Ep x[n], Bi[n]}, respectively. Also, due to
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the fact that the Slater’s condition is satisfied, the strong duality holds
for (P1.1). Thus, the globally optimal solution can be attained by the
Lagrange duality method.

The Lagrangian of (P1.1) is expressed as

ZZFUk n]+ZFCk

‘C(Ev A7 T» 07 X, n, v

k=1 n=1
K K+2
+3° > Folnl+ pitll] + preiat[K +2] — pr T, (19)
k=1 n=k+2
where
Fyr[n)=(wi + Avkn])Eukln] — vordokn] + paln] Axln],
For 2w By +wBs g + Yitlk + 1] + Zily,
Jo—Pu (S8 vk +1]), ifk=1
v, 2} Fu S i Aumlk +1]) = Ppiplk + 1],
ifk=2,.. K—1
Ju — Ppaplk + 1], ifk =K,
Ay /“LO,k:fS,max
Jp = —MA[IC+1]+MT—077
k

A
Zyx = po,kx +vuk + VD ks

Fp k[n]=(w; + Ap[n]) Ep k[n] — vp klp k[n] 4+ paln] Biln],

K
=Py Z)‘-U,k[l] — pa[l] + pr,
k=1
PK+2 £ _ PD)\.D[K+2] — ,LLA[K‘FZ} +/LT

In (19), A & {Apx[n],Vk,¥n <k, Ap[n], 3<n<K+2}, u2
{paln], Vo, ur, o x, vk}, and v = {vy 4, vp 1, ¥k} are the non-
negative Lagrange multipliers corresponding to the constraints in (18b)-
(18 d), (1), (5), (4), and (7), respectively.

Then, the dual function g(X, u, V) can be written by

gk, p,v) = LE,A,T,0run,v) (20

min
E~0,A~0,T>0,0
s.t. (11b).

From (19), we have p; > 0, px42 >0, and Y, > 0,Vk to ensure
g(A, p,v) > —oo. It is revealed from (19) that the Lagrangian is
given by a linear combination of four different terms Fy 5 [n], Feg,
Fp k[n], and p,,t[n], which can be individually addressed with given
dual variables A, p, and v.

Based on this observation, by fixing the dual variables, we decouple
(20) into K2 4 2K + 2 subproblems as

(SP—1): min Fop, Yk, @
U, min <l <L, t[k+1]>0
(SP—-2): r[n]lilo pntln], forn =1and K + 2, (22)
tin|>!
(SP—-3): min Fykn], Vk,n, (23)
Ey k[n]20,A [n]=0
(SP—4): min Fp k[n], Vk,n. (24)

Ep k[n]=0,Bg[n]=0

Thanks to the convexity, the optimal solutions for these subproblems
are readily obtained by examining the Karush-Kuhn-Tucker (KKT)
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conditions. First, from the zero gradient condition, the optimal [}, and
t*[k + 1] for (SP — 1) are computed as

3Ck(CU2H5Yk2/4)1/3 + Zk
I, =|Ly—T 25
k k \/ 3wk, C} > (29
lk,min
v, ~1/3
'k +1] =1 <m> : (26)
k

where [2]Z £ max{y, min{z, z}} means that z has the lower and the
upper limits as y and z, respectively.

For the linear program (LP) (SP — 2), the optimal solution ¢*[n] for
n = 1 and K + 2 can be obtained as

Fln] = {a[nl,

where 7[n] can be an arbitrary non-negative real numbers. Substituting
t*[n] into the objective value of (SP-2) always results in zero for any
given 7[n| and p,,. This means that the choice of the optimal solution
t*[n] does not affect the dual function. For simplicity, we set t*[n] = 0
forn = 1 and K + 2 to obtain the dual variables.

if p, =0,

if py >0, @N

Next, the optimal solutions { F57; , [n], Ay [n]} and { E}, , [n], By[n]}
for (SP —3) and (SP — 4) are respectlvely obtained as
Epi[n] = Ay [n]Quk[n, (28)
Ep xln] = Bi[n]@p k0], (29)
where
W 17"
n] & {L _ 7] ,
Quln) In2(wy + Auxn])
A VD,kW o L:| -
@0ull | iom
with [z]T £ max{z,0}. Similar to the (SP —2) case, A}[n] and

Bj [n] have no impact on the dual function, and thus are set to zero.

By using the analytical solutions (25)-(29), the dual function
g(A, p,v) is readily evaluated for arbitrary given dual variables. The
dual problem of (P1.1) is formulated as

X204 00 90 .v) (302)
s.t. p1 >0, pgya >0, Y, >0,VEk, (30b)
Vuk[n] > 0,VEk, n, (30c)

Vp.k[n] > 0,Vk,n, (30d)

where (30b) is the bound condition from (20), and (30c) and (30 d) are
the KKT condition from (SP — 3) and (SP — 4), respectively, with

Vi k] & = Vi 1 W 10g, (1 + Qo i [n)7k)

Vi e Wk Qm i [1]
1112(1 + Qm,k[n]’yk)
The dual problem can be optimally addressed via the subgradient

method, e.g., the ellipsoid method [7]. Let Ax be the subgradient the
objective in (30) with respect to x. Then, we have

+

+ pualn], form € {U, D}.

A)»U,k[n} = EUJC[’IL] - t[’fl]F)U7 Vk,Vn < k7

ZEM

Aipln t[n]Pp, for 3<n<K+2,

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 70, NO. 1, JANUARY 2021

Algorithm 1: Algorithm for Solving (P1).
Initialize {A, p, v}.
Repeat
Obtain {E*, A*, T*, 0"} from (25)-(29).
Update {A, u, v} via the constrained ellipsoid method.
Until Convergence.
Obtain {A*, t*[1],t*[K + 2]} by solving problem (31) with
given {A*, u*, v*}.
Obiain i [n] = 4, [ ] = B [l [
o n] = A3 [n)/#'[n). and 8 n] = By [n]/¢' In]. ¥k, n.

Apaln] = Z n]—l—ZBk , Vn,

K+2
t[k + 1]fS max
Apr = -7, A =l - ————, Vk
KT 7; [n] ) MO,k k Ck ,V )
k
AIJUJC = lk — ZIU,k[n]a Vk,
n=1
K+2
AVD,k: = Wklk — Z ID,k[n}, Vk
n=k-+2

With the optimal dual variable {A*, u*,v*} at hands, the optimal
primal solutions [}, and ¢*[k + 1] can be obtained as (25) and (26),
respectively. However, the optimal primal solutions E*; A*, ¢*[1], and
t*[K + 2] should be redefined when p; =0, px12 =0, Vi x[n] =0,
or Vp x[n] = 0 based on the KKT condition. To this end, the corre-
sponding problem is constructed by substituting £;; , [n] and E7, , [n]
in (28) and (29) into (P1.1) as

K k
i A
AtO,t[l]g%){?[K#Q]ZO kz Z U,k n] k [7’L

K K42
+’w22 Z QD,k[n]Bk[ﬂ]

(31a)
k=1 n=k+2
s.t. Qu.k[n]Ag[n] < t[n]Py,Vk,n, (31b)
n—2
S Qo .iln)Biln] < tin]Pp,¥n, (le)
k=1
k
> " Wilogy (1 + Quk[nlve) Ax[n] > Ly, Yk, (31d)
n=I1
K42
> Wilogy(1+ Qp k[nve) Brln] > neli, ¥k, (3le)
n=k+2
(1), (18b).

Since (31) is a convex LP, the optimal solution { A*, ¢t*[1], t*[K + 2]}
can be easily attained by the interior-point method [6]. One optimal
procedure for solving (P1) is summarized in Algorithm 1.

The computations of Algorithm 1 is dominated by the ellipsoid
method that iteratively updates Ny,q; = 0.5K> + 5.5K + 3 dual vari-
ables, requiring the complexity O(N3,, ) = O(K*) at each iteration.
Since the ellipsoid takes O(N3,,) steps for the convergence, the
complexity of Algorithm 1 is given by O(K?®) [7]. Notice that the
number of the primal variables Np;.ima = 2K? + 6K +2of (P1.1)is
four times larger than N g, ;. Therefore, the proposed algorithm, which
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TABLE I
ENERGY CONSUMPTION (JOULES) OF VARIOUS ORDERING SCHEMES WITH
T = 50 MSEC AND Lj = 200 KBITS

K || Optimal | Proposed | Descend | Ascend | Random
4 0.5025 0.5038 0.5179 0.6519 0.5740
5 0.8272 0.8295 0.8588 1.1021 0.9699
6 1.2401 1.2436 1.2924 1.6486 1.4605

alternatively addresses the dual formulation, has lower computational
complexity compared to the approach tackling (P1.1) directly. The
overall procedure of the protocol is carried out as follows. A BS receives
information from users and calculates the optimal resource allocation
based on Algorithm 1. After the BS feeds it back to the users, the MEC
system can be operated as in Fig. 1.

IV. NUMERICAL RESULTS

We present numerical results demonstrating the performance of the
asynchronous protocol in the MEC systems with the total bandwidth
W =10 MHz and o> = —174 dBm/Hz. The uplink and downlink
power constraints are set to Py = 35 dBm and Pp = 40 dBm,
respectively. The channel gain hy is generated as hj = Gdge [2]
where G = —60 dB represents the reference pathloss at 1 m, dy
stands for the distance from the BS to user k£ who is uniformly dis-
tributed over [50 m, 200 m], and 6 = 3.5 is the path loss exponent.
The maximum CPU cycles and the effective capacitance coefficients
are fixed as f1 max =2 X 10°, fs max =5 % 10'%, x1, = 107, and
ks = 1072° [4]. In addition, we apply 1, = 0.5, Vk, C) = 10°, Vk
[2], w; = 1, and w, = 0.2 [4]. As a benchmark scheme, we consider
the conventional synchronous MEC offloading protocol [4], which can
be formulated from the proposed asynchronous protocol where all
offloaded data are processed simultaneously at the MEC server with
the CPU cycle fs = Zf:l Crli/ Zf:zl t[n] and the communication
resources are not utilized (py [n] = g [n] = 0, Yk) during the time slots
2,..., K+ 1.

Table I investigates the impact of the user ordering on the energy
consumption performance of the proposed asynchronous method. We
examine the following sorting strategies.

® Optimal: The best order minimizing the energy consumption is

numerically identified using exhaustive search among K'! candi-
dates.

® Proposed: The users are sorted such that hy > hyx > hy, > hy >

ce Z h K—1-

® Descend/ascend: The users are sorted in the descend-

ing/ascending order in terms of the channel gains {hy }.

® Random: No ordering is considered and the task offloading is

performed with an arbitrary priority.

From the table, we can see that the proposed ordering achieves near-
optimal performance and is superior to other methods. Let us explain
the insight behind the proposed ordering. In the proposed asynchronous
scheme, users kK =2, ..., K — 1 are assigned at least two time slots
for the upload and download task. In contrast, users 1 and K only
have a single time slot ¢[1] and ¢[K + 2] for upload and download,
respectively. Therefore, their transmission must be completed during
one time slot. Thus, when users with favorable channels are allocated as
the first and the last users, the transmission time ¢[1] and ¢[K + 2] can
be decrease. As the time for computing ¢[2], ..., t[K + 1] increases,
the computing energy consumed at the server can be reduced. As a
result, the performance based on the proposed ordering is almost the
same as that of the optimal scheme with much reduced complexity.

Fig. 2 shows the energy consumption performance with respect to
the number of users K for different latency 7'. For all K cases, the
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Fig. 3. Energy consumption with respect to the number of bits contained in
the task L, with 7" = 50 msec.

proposed asynchronous scheme performs better than the conventional
synchronous scheme. In the synchronous approach, the task data from
all K users are computed simultaneously at the MEC server, and
upload and download are executed only when the MEC server is not
computing, which results in inefficient usage of energy. On the other
hand, since the limited wireless resources are carefully optimized in an
asynchronous manner, the proposed scheme can conserve energy. For
similar reasons, the proposed method presents less energy consumption
regardless of 7T". For example, for K’ = 7 and 7" = 30 msec, we observe
that the proposed method saves energy consumption by 54% over the
synchronous method.

The energy consumption with different task size L, is presented in
Fig. 3. For all Ly, the proposed asynchronous method can significantly
reduce the energy consumption compared to the conventional syn-
chronous scheme. In the proposed method, as the transmission is carried
out in an asynchronous way, relatively more time can be allocated to
the uplink and downlink stages compared to the synchronous scheme.
It increases the degree of freedom for task offloading partitions and the
tasks can be offloaded in a more energy-efficient way. This can be seen
that the asynchronous method can handle the task of a larger size under
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the same energy allowance. In a system of K = 6 users with 1 Joules
energy capacity, the asynchronous method can process approximately
40 kbits more than the synchronous method. Fig. 4 plots the energy
consumption performance for the reduction ratio of the data size after
computation 7, with K = 5, T" = 50 msec, and L; = 200 kbits.
Regardless of 7y, the proposed asynchronous method outperforms the
conventional synchronous method. Both in the asynchronous and syn-
chronous protocols, the energy consumption monotonically increases
as 7y grows, since it requires more energy for the download of the
computation results. In addition, as the time for downloading grows,
the time allocated to uploading and server computing is reduced, which
results in the increased energy consumption. From the numerical re-
sults, we can conclude that the proposed asynchronous scheme enables
energy-efficient MEC offloading compared to the synchronous scheme
through efficient resource utilization.

V. CONCLUSION

We have proposed the asynchronous MEC protocol where the up-
load, computation, and download of the tasks are performed in an

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 70, NO. 1, JANUARY 2021

asynchronous manner. The total energy consumption minimization
problem has been addressed by optimizing the transmit power, of-
floading size, and time-frequency allocation. With convex optimization
techniques, the optimal solution for the problem can be achieved.
Numerical results have demonstrated the effectiveness of the asyn-
chronous operations in the MEC systems. As future works, research
on asynchronous MEC protocol with parallel computing and latency
minimization problem could be an important research direction. In
addition, the proposed MEC protocol can be applied to unmanned
aerial vehicle aided systems [8], relay network [9], wireless powered
communication network [10], or learning framework [11].

REFERENCES

[1] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A survey on
mobile edge computing: The communication perspective,” IEEE Commun.
Surveys Tuts., vol. 19, pp. 2322-2358, 2017.

[2] X. Cao, F. Wang, J. Xu, R. Zhang, and S. Cui, “Joint computation and

communication cooperation for energy-efficient mobile edge computing,”

IEEE Internet Things J., vol. 6, pp. 41884200, Jun. 2019.

Z. Ding, J. Xu, O. A. Dobre, and H. V. Poor, “Joint power and time allo-

cation for NOMA-MEC offloading,” IEEE Trans. Veh. Technol., vol. 68,

pp. 6207-6211, Jun. 2019.

Y. Pan, M. Chen, Z. Yang, N. Huang, and M. Shikh-Bahaei, “Energy-

efficient NOMA-based mobile edge computing offloading,” IEEE Com-

mun. Lett., vol. 23, pp. 310-313, Feb. 2019.

[S] M. M. Mowla, I. Ahmad, D. Habibi, and Q. V. Phung, “A green communi-

cation model for 5G systems,” IEEE Trans. Green Commun. Netw., vol. 1,

pp- 264-280, Sep. 2017.

S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:

Cambridge Univ. Press, 2004.

[71 S. Boyd, “Ellipsoid method,” Stanford Univ., Stanford, CA, USA.
2017. [Online]. Available: https://stanford.edu/class/ee364b/ lectures/
ellipsoid _ method_notes.pdf

[8] S.Eom, H. Lee, J. Park, and I. Lee, “UAV-aided wireless communication
designs with propulsion energy limitations,” IEEE Trans. Veh. Technol.,
vol. 69, pp. 651-662, Jan. 2020.

[9] D. Darsena, G. Gelli, and FE. Verde, “Design and performance analysis of
multiple-relay cooperative MIMO networks,” J. Commun. Netw, vol. 21,
pp. 25-32, Feb. 2019.

[10] H. Lee, K.-J. Lee, H.-B. Kong, and I. Lee, “Sum-rate maximization
for multiuser MIMO wireless powered communication networks,” IEEE
Trans. Veh. Technol., vol. 65, pp. 9420-9424, Nov. 2016.

[11] J. Moon, O. Simeone, S.-H. Park, and I. Lee, “Online reinforcement
learning of X-Haul content delivery mode in fog radio access networks,”
IEEE Signal Process. Lett., vol. 26, pp. 1451-1455, Oct. 2019.

[3

=

[4

=

[6

—_

Authorized licensed use limited to: UNIST. Downloaded on September 06,2023 at 05:10:17 UTC from IEEE Xplore. Restrictions apply.


https://stanford.edu/class/ee364b/ ignorespaces lectures/ellipsoid ignorespaces _ ignorespaces method_notes.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


