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Abstract
The out-of-home (OOH) advertising market has been operated exclusively following the 
know-how of salespeople. Thus, it is difficult to make scientific decisions and systemati-
cally provide various options to advertisers. In this regard, this study develops an OOH 
advertising recommendation system by analyzing past OOH history data. The OOH adver-
tising allocation problem has the characteristics that the training data are implicit feed-
back, and only one advertisement can be posted per offline billboard. This study proposes a 
recommendation system suitable for OOH history data using negative sampling and Deep 
Interest Network. The proposed recommendation system showed a higher performance 
than excisting models used for comparison purposes, and the findings of this study present 
implications for solving similar recommendation problems.

Keywords Out-of-home (OOH) advertising · Recommendation system · Deep interest 
network · Negative sampling

1 Introduction

According to the 2019 advertising industry survey, the market size of digital out-of-home 
(OOH) advertising increased by 62.3% over the previous year, expanding the total OOH 
advertising market [15]. However, advertisers continue receiving proposals for OOH 
advertising media by the know-how of salespeople. Due to the different sales methods of 
each salesperson, the OOH advertising market has failed to present scientific and system-
atic options. Furthermore, because advertisers must execute advertising on the allocated 
media during the contract term, inappropriate media for the advertiser can cause a great 
loss. In other words, the closed OOH advertising industry has not provided advertisers with 
an opportunity to sufficiently consider the optimal advertising options. Therefore, it is nec-
essary to build a data-driven OOH advertising recommendation system for objective and 
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scientific advertising. As shown at the top of Fig. 1, the current OOH advertising business 
relies on the personal know-how of salespeople to recommend advertising, making it dif-
ficult to approach scientifically based on data. Therefore, as shown at the bottom of Fig. 1, 
if customers directly access the recommendation service and introduce a recommendation 
system based on the analysis of the surrounding commercial area where OOH is placed, 
more detailed OOH recommendations are possible, and the cost of salesperson activities 
can be reduced.

Moreover, it is difficult for OOH history data to reflect the specific preferences of users, 
unlike explicit feedback such as ratings for films [11]. Hence, the OOH advertising rec-
ommendation system must infer preferences from the past advertising history of advertis-
ers. However, it is difficult for them to advertise on occupied billboards because the OOH 
advertising allocation problem has the characteristic of “exclusive occupation,” implying 
that only one advertisement can be posted per billboard. In other words, the media not used 
by an advertiser include the media that have not been provided as options due to “exclu-
sive occupation” and the media not preferred by the advertiser. Thus, it is necessary to 
determine the media the advertiser will not prefer among the media without advertising 
records by the advertiser. Furthermore, the OOH advertising media should be proposed 
considering various metadata such as the industry category of the advertiser and the region 
category of the media.

This study developed a recommendation system for the OOH advertising industry by ana-
lyzing OOH history data. This study used the Deep Interest Network (DIN) [22] among deep 
learning-based click-through rate (CTR) prediction models. Furthermore, a negative sam-
pling method suitable for OOH advertising recommendation was developed by reflecting the 
exclusive occupation characteristic of OOH advertising and the collaborative filtering idea 
that “advertisers of the same industry prefer similar media.” Then, the model was trained 
using the developed negative sampling method. The DIN predicts the preferences of OOH 
advertising media considering the correlations among the advertiser’s metadata, OOH adver-
tising history, and candidate OOH advertising media. Hence, the proposed model can recom-
mend the optimal OOH advertising media by reflecting the OOH history and considering the 
characteristics of the advertiser and media. Moreover, it can make reliable recommendations 
by quantifying the correlation between the recommended OOH advertising media and the 
OOH history and providing the result to the advertiser. Negative sampling distinguishes the 
media not preferred by the advertiser by effectively excluding the media that have not been 
suggested due to exclusive occupation among the media without advertising records. The 
DIN trained by negative sampling reflects the characteristics of OOH advertising.

The proposed offline advertising recommendation system based on negative sampling 
and DIN was verified through the actual OOH history data. A comparative experiment with 

Fig. 1  OOH advertising industry process
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benchmark models showed that the proposed system has a higher performance than exist-
ing models. The proposed system demonstrated the possibility of improving the explan-
atory power and reliability of the recommendation system by presenting the correlation 
information on past OOH advertising records through the local activation network of DIN. 
Moreover, it proved to be robust to the cold start problem by showing high performance 
when inferring new advertisers without advertising records. The negative sampling method 
developed for the OOH advertising recommendation problem improved the performance of 
the DIN and benchmark model compared to the existing negative sampling method, thus 
experimentally verifying the appropriateness of the model for the OOH advertising recom-
mendation problem. This study is the first to develop a recommendation system for allocat-
ing offline OOH advertising; thus, this study will provide the academic circle with sugges-
tions for solving similar offline recommendation problems.

This paper is organized as follows. Section 2 analyzes related works on offline recom-
mendation and negative sampling for recommendation model training. Section 3 describes 
the recommendation system for OOH advertising media. Section 4 presents the results of 
comparative experiment based on real data. Finally, Section 5 presents the discussion and 
conclusions.

2  Related works

2.1  Offline product recommendation system

The offline product recommendation system considers the physical characteristics of the 
offline environment with the purchase history of users. Kim and Jeong (2017) [12] sug-
gested an offline method of recommending brands to customers through the brand purchase 
history data of customers in an offline shopping mall. The indoor location, movement flow, 
and stay duration were inferred from purchase history, and brands were recommended to 
customers by applying collaborative filtering. Kim and Jeong (2016) [13] recommends 
products appropriate for customers by using the customer’s dynamic context data in an 
offline shopping mall. Choi and Lee (2006) [2] analyzed the movement patterns of users to 
recommend personalized offline products. Several studies on offline product recommenda-
tion systems have recommended items based on the purchase history of individual users. 
However, studies on the recommendation of OOH advertising media are insufficient. Vari-
ous metadata regarding corporate users should be considered because OOH advertising is 
recommended to corporate users. Moreover, various physical characteristics of the offline 
environment should be considered for OOH advertising media, such as local information 
and the floating population.

2.2  Negative sampling for training the recommendation system based on purchase 
data

The recommendation system based on offline purchase data is challenging to train due to 
limiting no negative feedback in purchase data [16]. Negative sampling methods have been 
developed to identify non-preferred items in implicit feedback such as purchase data. For 
example, the general negative sampling method extracts items that are not preferred by 
the user according to an even distribution from items with no purchase history [9, 14, 18]. 
He et al. (2016) [10] extracted non-preferred items according to a probability distribution 
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based on the total purchase frequency. Zhang et al. (2013) [20] trained a collaborative fil-
tering model by re-using non-preferred items estimated from the recommendation list of 
collaborative filtering. Furthermore, Ding et  al. (2019) [3] and Wang et  al. (2020) [17] 
trained a negative sampler model with a recommendation system by using the user-item 
exposure data and item characteristic information graph. However, it is practically diffi-
cult to train a recommendation system and a sampler model together because fewer offline 
OOH history data exist due to a long advertisement cycle. Furthermore, the non-preferred 
media must be extracted by reflecting the industry relationship between the advertiser and 
the exclusive occupation, a characteristic of the OOH advertising market.

2.3  Hybrid recommendar systems

In area of recommender system, traditional methods are used by collaborative filter-
ing or user based filtering. These recommender systems are sufficiently proven in further 
researches. However traditional methods hard to be applied in personalized situation. 
Therefore in recent, various hybrid recommender systems are proposed.

Forouzandeh et al. proposed tourism recommender system by Artificial Bee Colony Algo-
rithm and Fuzzy Topsis model [4, 5]. And Berahmand et  al. showed random work based 
method to apply user preference in complex network [1]. Almost of these researches are use-
ful to apply user preferences in recommendation system. Our research as shown in this paper 
is a type of hybrid recommender system and proposed method overcomes cold start problem.

3  Methodology of OOH advertising recommendation using negative 
sampling and DIN

3.1  Deep interest network

We present a recommendation system for the OOH advertising industry by leveraging 
OOH history data. The proposed system utilizes the Deep Interest Network (DIN) trained 
by negative sampling, which offers significant advantages for identifying non-preferred 
items in implicit feedback data. Negative sampling has been widely used in various recom-
mendation systems, due to its effectiveness in identifying non-preferred items [8]. By using 
negative sampling, we can exclude the media that have not been suggested due to exclusive 
occupation among the media without advertising records, which is a crucial feature of the 
OOH advertising market.

In addition, the DIN is a state-of-the-art deep learning-based click-through rate (CTR) 
prediction model, which has been proven to outperform other CTR prediction models [21]. 
The DIN is designed to capture complex correlations among the user’s historical behav-
iors, candidate items, and the context of the recommendation. By using the DIN trained by 
negative sampling, we can effectively capture the preferences of OOH advertising media 
considering the correlations among the advertiser’s metadata, OOH advertising history, 
and candidate OOH advertising media. This enables us to make accurate recommendations 
that reflect the characteristics of the OOH advertising market.

The OOH history data include customer advertisers, the OOH advertising media 
used by the advertisers, and various continuous and categorical metadata expressing the 
advertiser and media. Collaborative filtering uses only the advertisers and the history of 
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OOH advertising media used by the advertisers- Thus, it is challenging for collaborative 
filtering to reflect the relationships between similar advertisers and the OOH advertis-
ing media due to various metadata. Furthermore, the preferences for candidate media 
should be inferred by considering the correlations between the media in the OOH his-
tory of the advertiser and the candidate OOH advertising media.

Therefore, this study used DIN, a deep learning-based CTR prediction model, for offline 
OOH advertising recommendations. CTR is the probability of clicking an item in an online 
recommendation and is generally interpreted as a probability of preferring an item. The 
DIN calculates candidate OOH advertising media preferences after receiving the advertiser 
and the advertiser’s metadata, OOH history, and the candidate OOH advertising media as 
input. The DIN calculates the correlation between the OOH history and the candidate OOH 
advertising media and combines them into an adaptively reflected expression vector. The 
DIN can calculate the OOH advertising preferences of advertisers by combining the adver-
tiser information, OOH history, and candidate OOH advertising media into an expression 
vector and reflecting complex relationships between various data through a neural network. 
The structure of the DIN consists of the following three subnetworks (Fig. 2).

The structure of the Deep Interest Network shown in Fig.  2 consists of three main 
modules. The inference process starts from the bottom of Fig. 2 and completes at the top. 
Among these modules, 1) the Embedding Network takes input values such as user pref-
erence, user behavior, candidate Ad, context, and passes them through the Concatenation 
process to 2) the Local Activation Network. In 2), the Activation Unit calculates the weight 
of each product. 3) In the Multi-Layer Perceptron, Deep Learning is performed using the 
values computed in 2). Following sections describe detailed explanation of each step.

1) Embedding network

The DIN receives advertisers, OOH advertising media, and categorical metadata by one-
hot encoding. Because the input value is a high-order binary vector, the embedding network 
converts each input parameter into a low-order dense vector. For example, the ith input 
parameter ti with Ki categories has an embedding network of 

[

w1
i,w2

i, ...,wKi

i
]

∈ RD×Ki . 

Fig. 2  Deep Interest Network [22]
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Each categorical input parameter is converted to a D-order dense vector through embed-
ding network.

2) Local activation network

The local activation network is applied to the OOH history of an advertiser to calculate 
the correlation between each history and the candidate OOH advertising media. Further-
more, each history is combined into one expression vector by weighted sum according to 
correlation. In other words, the advertisement history vector vU for the candidate medium A 
is calculated as follows:

Where {e1,e2,…,eH} is the list of OOH history embedding vectors of the advertiser, and 
vA is the embedding vector of the candidate OOH advertising media. The local activation 
network a(.) is a feed forward network that outputs the activation weight. The OOH history 
is converted to another vector expression depending on the candidate medium. a(.) reflects 
the explicit information regarding correlation modeling by calculating the outer product 
from two input vectors and inputting it to the next layer.

3) Multi-layer perceptron

The advertiser vector converted to an embedding network, the advertising vector calcu-
lated by the local activation network, and the candidate OOH advertising media vector are 
combined into one vector. Then, the vector is inputted to the multi-layer perceptron. The 
multi-layer perceptron calculates the preference for the candidate OOH advertising of the 
advertiser by the combined dense vector. Here, the negative log–likelihood L is used as the 
objective function. The function is defined as follows:

where S is the training set of the size N, x is the input value of the model, y ∈ {0, 1} , and 
p(x) is the predicted value of the preference for the candidate OOH advertising medium. 
L is a loss function generally used in a deep learning-based binary classification problem.

3.2  Negative sampling that excludes preferred and occupied media of the same 
industry

The OOH advertising allocation problem has the characteristic of exclusive occupation, 
implying that only one advertisement can be posted per billboard. When an advertising 
contract is signed, the billboards occupied during the target advertising period will not 
be provided to the customer advertiser. Furthermore, this study assumes that “advertis-
ers of the same industry prefer similar media” under the logic that the advertisers of the 
same industry target customers of similar ages and occupations. This is similar to the 
assumption of collaborative filtering that “users with similar characteristics have similar 
preferences”. By reflecting the characteristic of exclusive occupation and the assump-
tion of collaborative filtering, this study proposes a negative sampling that excludes 
media preferred and occupied in the same industry as explained below.

(1)(A) = f
(

vA, e1, e2, ..., eH
)

=
∑H

j=1
a
(

ej, vA
)

ej =
∑H

j=1
wjej

(2)
−1

N

∑

(x,y)∈S
(ylogp(x) + (1 − y)log(1 − p(x)))
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The negative sampling excluding the preferred and occupied media of the same indus-
try excludes from the candidate negative samples the media that have been used for OOH 
advertising in the same industry using the industry metadata of advertisers. Using the 
advertisement contract term included in the OOH advertising purchase history data, the 
media already occupied during the target advertising period in each OOH advertising pur-
chase history of the advertiser is excluded from the candidate negative samples. This pro-
cess reflects the situation that occupied media cannot be considered because they cannot 
be provided as an option due to exclusive occupation when the advertiser performs the 
corresponding OOH advertising. In other words, the proposed negative sampling method 
reflects the sales characteristics of the OOH advertising market and identifies non-preferred 
media by effectively excluding media the advertiser may prefer but has not been provided 
as an option. The DIN trains the preference and non-preference patterns of the advertiser 
by receiving training data generated by the proposed negative sampling as input (Table 1).

4  Evaluation

This section shows comprehensive descriptions of the experiment conducted to evaluate 
the proposed recommendation system. This experiment was conducted based on the real 
OOH history data, and the proposed recommendation system showed a higher perfor-
mance than the existing model.

4.1  OOH history data

The OOH history data are from a contract from January 2016 to March 2021, including 
industries of advertisers, advertiser IDs, IDs of the contracted OOH advertising media, 
areas of the OOH advertising media, and contract term. In detail, these data include 542 
advertisers, 61 media, 94 industries of advertisers, 12 media areas, and a total of 2869 

Table 1  Preferred and occupied media of the same industry are excluded
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OOH history data. Among them, 133 advertisers have only one advertisement history 
(Table 2).

The training and test data were divided by the contract order. If the advertising his-
tory of an advertiser is (b1, b2, ..., bn) the advertisement history of bk, k = 1, 2, ..., n − 1 is 
defined as training data, and the last advertising history bn of the advertiser is defined as 
test data. Furthermore, non-preferred items at the advertising time were added to the train-
ing data by performing negative sampling for each advertising history bk of the advertiser. 
In this experiment, four negative samples were selected. Because the DIN receives past 
records as input, it was trained to match the preference of bk when advertisement history 
data until the k − 1 th were given in the advertising history of each advertiser.

4.2  Comparison model

CF-IF [11]: Collaborative filtering for implicit feedback (CF-IF) is a representative model 
that applies collaborative filtering to implicit feedback. Collaborative filtering is a traditional 
recommendation system based on machine learning. The user and item latent vectors are 
trained by decomposing the user-item interaction matrix based on matrix factorization (MF).

NCF [7]: Neural collaborative filtering (NCF) is a model expanding collaborative fil-
tering, a representative model of the implicit feedback-based recommendation system, 
into a deep learning-based model. The preference for items is calculated by inputting 
the user and item latent vectors to MF and MLP to reflect the nonlinear relationship of 
user and item information. NCF calculates preferences using the deep interactions of the 
user and item information in MLP, as well as the shallow interactions in MF.

DeepFM [8]: Deep factorization machines (DeepFM) predicts the preferences for 
items by integrating the shallow interaction between parameters of FM (factorization 
machines) and the deep interactions of DNN (deep neural network). In contrast to NCF, 
which receives only user and item vectors as input, DeepFM can calculate the prefer-
ences for items by freely receiving metadata for user and item as input.

4.3  Evaluation method

To evaluate proposed method, we use recall, P@3(Precision at 3) [19], and MAP@3(Mean 
Average Precision at 3) [6] as evaluation metrics to assess the performance of our proposed 
recommendation system for the OOH advertising industry. Recall measures the proportion of 
relevant items that are correctly recommended, which is important for ensuring that the recom-
mended OOH advertising media aligns with the advertiser’s goals. P@3 measures the preci-
sion of the top three recommended items, which is particularly relevant in OOH advertising as 

Table 2  OOH history sample data

Advertiser ID Industry Start_
date

End_
date

Medium ID Area

A Hospital 18.03.01 18.08.31 item_1 Hanam-si
A Hospital 19.02.01 19.03.31 item_3 Goyang-si
B Culture 19.03.01 20.02.28 item_2 Gangnam-gu
… … … … … …
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advertisers often have a limited budget and need to focus their efforts on a small number of high-
performing media. Lastly, MAP@3 provides an overall assessment of the ranking quality of the 
recommended items, taking into account the order of recommendation and the relevance of each 
recommended item. These metrics have been widely used in the evaluation of recommendation 
systems. By using these metrics, we can quantitatively measure the effectiveness of our proposed 
method and compare it with other state-of-the-art recommendation systems.

To determine the suitability of the proposed negative sampling for the OOH advertising 
recommendation problem, the NCF, DeepFM, and DIN were trained by applying random 
sampling and the proposed negative sampling. The model trained by random sampling was 
named’model name-RS’, and the model trained by the proposed negative sampling was 
named ‘model name-NS’. Negative sampling was not applied to CF-IF because it assumes 
all items with no interaction as non-preferred items.

4.4  Comparison of the evaluation indices

Table 3 shows the recall, P@3, and MAP@3 of the comparison models. The proposed recom-
mendation system DIN-NS shows the highest recall at 0.929. CF-IF shows a relatively high 
recall at 0.860. This is because several advertisers tend to advertise on the billboards they have 
advertised in the past. However, it is not suitable for the OOH advertising recommendation 
system because it showed low performance in providing three recommendation lists. Among 
the deep learning-based models, DeepFM showed the highest recall, followed by NCF and 
DIN. This suggests that inputting the local category metadata for the industry and item of the 
advertiser in the model and reflecting the history contribute to improving the inferring accu-
racy of the OOH advertising preferences. Furthermore, DIN-NS shows the highest P@3 and 
MAP@3. This result implies that DIN-NS can provide appropriate OOH advertising lists in 
the OOH advertising industry, where a few OOH advertising lists are given to advertisers.

Table 3 shows that NCF-NS, DeepFM-NS, and DIN-NS have higher performances in 
general than NCF-RS, DeepFM-RS, and DIN-RS. As seen in the table, training the model 
by selecting non-preferred billboards of the advertiser, considering the characteristics of 
the OOH advertising market, contributes more to improving the model performance than 
randomly extracting non-preferred billboards among the billboards with no OOH history.

4.5  Correlation with OOH history

The local activation network of the DIN selectively combines the history information for 
the candidate OOH advertising by calculating the correlation between the OOH history and 
the candidate OOH advertising by feed forward network. The proposed recommendation 

Table 3  Evaluation results for 
the compared models

Recall P@3 MAP@3

CF-IF 0.860 0.219 0.240
NCF-RS 0.805 0.315 0.313
DeepFM-RS 0.447 0.218 0.234
DIN-RS 0.775 0.277 0.283
NCF-NS 0.916 0.313 0.315
DeepFM-NS 0.558 0.248 0.257
DIN-NS 0.929 0.338 0.363
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system can provide the advertiser recommendations through the activation weight of the 
local activation network.

Figure 3 shows the activation weight used for calculating the preference of one adver-
tiser for the candidate OOH advertising in test data. For example, media_56 has a prefer-
ence of 0.995 with the correlations of 0.2151, 0.2341, 0.2667, and 0.2884 with each history 
of the advertiser. The explanatory power and reliability of OOH advertising recommenda-
tion can be improved by presenting a quantitative basis through the model and a qualita-
tive basis such as the area information of billboard regarding correlation with past history 
through the activation weight of DIN.

4.6  Evaluation in cold start

Cold start refers to the initial state of a new product, service, or system where there are 
relatively few users or customers who are utilizing or interacting with it. The cold start 
problem arises because of the lack of initial data, which can lead to reduced performance 
of recommendation systems and other AI algorithms.

For instance, there may not be enough data on OOH customers who are visiting for the 
first time, leading the system to struggle in providing appropriate recommendations or even 
providing irrelevant recommendations to users. Therefore, we evaluated whether our pro-
posed method can effectively address the cold start problem.

A recommendation system that is robust to cold start should make suitable recommenda-
tions for new advertisers only with the industry category of the advertiser. This experiment 
evaluated whether the proposed recommendation system recommends suitable OOH adver-
tising to new advertisers. The model was trained by excluding 133 advertisers with only one 
advertising history in the OOH history data. The excluded advertisers were assumed as new 
advertisers with no advertising history.

Table  4 lists the recalls of the proposed recommendation system for a new-user test, 
targeting the first preferred media of new advertisers with no advertising history and a test 
set targeting the final preferred media of existing advertisers. The recall of the new-user 
test set was 0.887, indicating that appropriate OOH advertising can be proposed to a new 
advertiser only with the industry category of the advertiser. In other words, the proposed 
recommendation system is robust to cold start. Furthermore, even if the data of advertisers 
with one advertising history were excluded from training, the recommendation system for 
the existing advertisers shows a high recall of 0.953.

Fig. 3  Prediction of the activation weight and candidate OOH advertising
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5  Discussion

In this paper, we proposed a recommendation system for OOH advertising that uses deep 
learning and negative sampling to improve performance. Our proposed system, DIN-NS, 
showed higher recall, P@3, and MAP@3 compared to existing models, including CF-IF, 
NCF, and DeepFM. Furthermore, the proposed system was robust to the cold start problem, 
which is a significant challenge in recommendation systems.

The success of our proposed system can be attributed to several factors. First, negative 
sampling was applied to training data, which improved the model’s ability to identify relevant 
OOH advertising media for each advertiser. The proposed negative sampling considers the 
characteristics of the OOH advertising market, where advertisers often prefer specific OOH 
advertising media and avoid others. By selecting non-preferred OOH advertising media for 
each advertiser, our proposed system can capture their preferences and recommend suitable 
OOH advertising media. Second, the deep learning-based approach used in our proposed sys-
tem allowed us to model complex relationships between the advertiser, the OOH advertising 
media, and the industry. Specifically, we used DIN, which is designed to capture the user’s 
interests and the item’s properties. In our case, the user represents the advertiser, and the item 
represents the OOH advertising media. DIN also considers the industry category of the adver-
tiser and the area of the OOH advertising media to enhance its recommendation accuracy. 
Third, we evaluated our proposed system using recall, P@3, and MAP@3, which are widely 
used in the evaluation of recommendation systems. By using these metrics, we were able to 
quantitatively measure the effectiveness of our proposed method and compare it with other 
state-of-the-art recommendation systems. The results showed that our proposed system out-
performed existing models in terms of recall, P@3, and MAP@3.

One limitation of our study is that we only used one dataset for our evaluation. Future stud-
ies should consider using multiple datasets to validate the performance of our proposed sys-
tem. Furthermore, our study only considered the OOH advertising industry in South Korea. 
Future studies could expand the scope of the study to other countries or industries to general-
ize the findings.

Proposed recommendation system shown in this paper for OOH advertising using deep 
learning and negative sampling showed higher performance than existing models and was 
robust to the cold start problem. Our study demonstrates the effectiveness of negative sam-
pling and deep learning in recommendation systems and provides insights into improving 
recommendation accuracy in the OOH advertising industry.

6  Conclusions

Systematic and scientific OOH advertising contracts and arrangements have not been 
made in the OOH advertising industry despite the importance of the industry. Therefore, 
this study developed an offline OOH advertising recommendation system based on OOH 
history data. This study used DIN to reflect the metadata of the advertisers and OOH 

Table 4  Result of the new user test New-user test set Test set

Recall 0.887 0.953
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advertising and calculate preferences through the correlation between the OOH history and 
the candidate OOH advertising. The model was trained through negative sampling, which 
reflected the characteristics of the OOH advertising industry. The use of DIN trained by 
negative sampling in our recommendation system allows us to capture the preferences of 
OOH advertising media effectively and provide accurate recommendations. The proposed 
methodology contributes to the advancement of the OOH advertising industry by provid-
ing an effective and efficient way to make recommendations to advertisers.

In real OOH history data, the proposed recommendation system showed a higher perfor-
mance than the previously proposed models. The explanatory power and reliability of the 
recommendation model were improved through the local activation network of DIN, and 
the proposed model also showed robustness to a cold start. The proposed recommendation 
system is expected to present suggestions for similar offline recommendation problems.

In follow-up research, the model will be trained by including additional metadata and 
the area category information of the OOH advertising. For example, the billboard prefer-
ences will be calculated by reflecting the correlation between the billboards and the pop-
ulation information added to this model from various angles. Furthermore, the proposed 
negative sampling will be developed into a probabilistic sampler model to improve the 
performance of the recommendation system. Lastly, the proposed recommendation system 
will be evaluated by applying the findings of this study to other areas such as offline store 
product recommendations, which should reflect physical metadata of the environment.
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