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ABSTRACT The authors of this work propose a deep learning-based fault detection model that can be
implemented in the field of plastic injectionmolding. Compared to conventional approaches to fault detection
in this domain, recent deep learning approaches prove useful for on-site problems involving complex
underlying dynamics with a large number of variables. In addition, the advent of advanced sensors that
generate data types in multiple modalities prompts the need for multimodal learning with deep neural
networks to detect faults. This process is able to facilitate information from various modalities in an end-to-
end learning fashion. The proposed deep learning-based approach opts for an early fusion scheme, in which
the low-level feature representations of modalities are combined. A case study involving real-world data,
obtained from a car parts company and related to a car window side molding process, validates that the
proposed model outperforms late fusion methods and conventional models in solving the problem.

INDEX TERMS Machine learning, deep learning, multimodal learning, early fusion, industrial AI, plastic
injection molding.

I. INTRODUCTION
Currently, in the manufacturing industry, the plastic injection
molding process is an important branch of the production
process for creating plastic components. A variety of plas-
tic products are generated from this process, spanning from
everyday products to subparts for automobiles and larger
pieces of machinery. The plastic injection molding process
consists of multiple stages, including the injection of plastic
materials, heating them into a mold, and cooling them to
render them into a flawless product. However, due to the
inherent complexity of the process, a large number of various
parameters need to be manipulated. Most are the setting
parameters for the injectionmoldingmachine, while some are
measured variables. For instance, these variables include tem-
perature, pressure, and temporal information that are depen-
dent on machine types and measurements [1]. The values
for variables vary due to environmental changes during the
plastic injection molding process as well as manual manipu-
lation of machines. In addition, the plastic injection molding
process requires many parameters to be set properly, with
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the relationships of these parameters not clearly established.
Furthermore, since highly nonlinear dynamics underlie the
process, it is muchmore challenging to find and set the proper
parameters for the injection molding machine [2].

Given the complicated conditions of the injection molding
process, detecting faulty products in advance of completing
actual production is challenging. Nevertheless, fault detection
has a benefit in terms of production efficiency. It not only
helps avoid abnormal event progression [3] but also reduces
time and effort spent by human experts during an on-site
inspection. In order to perform high-quality fault detection,
a detection model should capture meaningful patterns, which
may exist in a latent space, to help classify faulty products
from the others. Thus, an accurate fault detectionmodel could
be the basis for fully automated fault detection in real-time,
which would enhance the overall efficiency of the plastic
injection molding process.

Since their revival in the early 2010s, deep neural networks
have proven to work well for many real-world and highly
nonlinear problems, such as object detection, speech recogni-
tion, language modeling, and recommender systems [4]–[6].
A deep neural network’s capability to model data nonlin-
earities or phenomena can also be well suited for existing
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industrial problems. Another advantage of a deep neural
network is its flexible applicability, in the sense that neural
networks could easily adapt to specific industrial applica-
tions with some modifications to architectural details. The
hyperparameters for deep neural networks (e.g., number of
hidden units or layers, types of connections between layers,
activations) can be adjusted in order to make a model suitable
for a specific type of problem encountered. Especially in
the manufacturing industry, where the number of variables
may vary by machine, factory, and company, a deep neural
network’s adaptability is tremendously valuable.

At real industrial sites, multimodality is commonly present
in data. The multimodal data come from multiple sources in
multiple types. For instance, a single process might simul-
taneously yield both time-series data and tabular data. One
example would be the following: during the production pro-
cess for a vehicle part, the stationary values of the setting
parameters for machinery, as well as the measured values
for changing variables throughout the process, such as tem-
perature or pressure, would be collected. The heterogeneity
of data from the process enables a wider and deeper under-
standing of the underlying dynamics of the injection molding
process. For instance, the addition of time-series data to
tabular data increases the amount of hidden information in the
data. Even though the tabular data contain much information
about process initialization, time-series data append informa-
tion regarding process realization and thus enable a deeper
understanding of the process. Therefore, incorporating these
multimodal data would help the fault detectionmodel become
more robust to noise that may exist in other data modalities.
For instance, even if a minor machine malfunction occurs,
affecting some parts of the input data, the remaining intact
data could be utilized to make the model prediction consistent
regardless of minor malfunctions.

Therefore, the authors of this work propose a supervised
deep neural network-based fault detection model in the field
of plastic injection molding. In addition, different types of
multimodal fusions are employed and compared. Early fusion
methods that combine data in feature-level representation
have proven to outperform late fusion methods that conduct
decision-level fusion. In particular, using a multimodal data
fusion method that combines information from different data
types proves to be practical, since complementary informa-
tion is used for fault detection in a single production pro-
cess. Furthermore, the proposed model allows for end-to-end
training not only for the convenience of training but also for
performance improvement.

The remainder of the paper is organized as follows.
Section II discusses the literature related to this work. The
selected methods for the proposed approach are illustrated
in Section III. In Section IV, experiments and evaluations of
the proposed approach using real-world data collected from
the plastic injection molding process are conducted, and the
results are analyzed in Section V. Finally, in Section VI,
a conclusion is drawn, and further research topics are
discussed.

II. LITERATURE REVIEW
This section illustrates previous works related to 1) fault
detection and production analysis in manufacturing, includ-
ing the plastic injection molding process domain; 2) time-
series data analysis and its applications in the plastic injection
molding domain; and 3) multimodal learning approaches
using deep neural networks.

A. FAULT DETECTION IN A MANUFACTURING DOMAIN
The majority of studies for fault detection and diagnosis
in the manufacturing domain have utilized various classi-
cal algorithms mostly based on statistical approaches. For
instance, models that intuitively match the multistage man-
ufacturing processes, such as the state-space model [7] and
Bayesian network [8], have been used for fault detection.
Especially in the injection molding domain, similar statistical
approaches and numerical simulations have been utilized
until the present [9]–[14]. Reyes et al. use an approach
called case-based reasoning (CBR), which is a problem-
solving method of machine learning that relies on learning
and reasoning based on previous process events [15]. CBR
has been frequently used for process design, control, and
fault detection [16], [17]. Zhang et al. propose fault detection
in plastic injection molding processes based on statistical
quality monitoring [18]. Using multi-way principal compo-
nent analysis (MPCA), statistical variables are reduced to
lower dimensions to monitor the overall trajectories, which
provide important information about the causes of abnor-
mal processes. However, most conventional methods in the
domain lack efficiency as well as the ability to exploit highly
complex data and underlying dynamics. Moreover, as the
complexity of features collected during manufacturing pro-
cesses increases, and as databases store larger amounts of
data in the current smart manufacturing era, the need for
applying more sophisticated methods for fault detection, such
as machine learning, keeps growing [19].

Due to these aforementioned conditions, machine learning-
based approaches have recently started to supersede
conventional approaches, such as statistical approaches and
numerical simulations, owing to their superior performance
in various tasks. In order to detect faulty products in manu-
facturing processes, manual feature extraction methods, such
as signal processing and transformations, have been widely
used [20]. A number of studies utilizing machine learning
methods take a two-stage approach. In the first stage, raw
features are projected into a latent space. In the second stage,
the machine learning classifier is trained to find a decision
boundary for fault detection. The idea behind this approach
is to use a proper projection method to better detect faulty
instances in a low-dimensional manifold (feature space) [21].
In a similar vein, Fisher’s linear discriminant analysis, cou-
pled with a cosine transform to separate faulty instances
from the rest, is suggested [22]. Applying a principal compo-
nent analysis (PCA)-based projection with machine learning
classifiers, such as the Gaussian mixture model, has also
been proposed [23]. It is worth noting that the k-nearest
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neighbors (k-NN) algorithm has been popularly used as
a classifier after the feature projection stage [24]–[26].
Li and Zhang apply diffusion maps for feature extraction
and k-NN for classification [21]. Similarly, Zhou et al. apply
a random projection and employ k-NN for fault detection
in semiconductor manufacturing processes [27]. Recently,
Fan et al. exploit a k-means algorithm to identify important
features among multiple sensors and employ naïve Bayes
and k-NN in an ensemble scheme for fault detection [28].
Even though such nonparametric models (e.g., k-NN) are
commonly used, significant limitations exist. First, these
models tend to take longer to train when the data are large
in size. In addition, they are inherently prone to overfitting to
the training data and being sensitive to outliers. Especially in
the plastic injection molding domain, there have been several
machine learning-based fault detection approaches. Support
vector machine (SVM) and multiple linear regression (MLR)
are employed to predict the quality of the manufacturing
processes [29], [30]. Ventura and Berjaga make a comparison
of statistical discriminant analysis techniques, SVMs, and
partial least squares [31]. Recently, Lee et al. have utilized
k-NN with dynamic time warping (DTW) for fault detection
in the injection molding processes [32]. For a better under-
standing of the predictive models’ decision mechanisms,
decision tree (DT)-based ensemble models, such as bagging,
random forest (RF), and gradient boosting machine (GBM),
have been used for fault diagnosis [33].

More recently, deep learning has been introduced in the
quality monitoring process using the backpropagation neural
network approach [34], [35]. In addition, a deep learning
model is applied to process optimization for multivariate
process planning [36], transfer learning to improve product
quality [1], and minimizing the gap between real data and
simulation data [2]. Deep learning approaches have also
been proposed for fault detection in manufacturing processes.
Shao et al. employ a deep belief network (DBN) for fault
diagnosis [37], and Lee et al. use a convolutional neural
network (CNN) for fault detection [38]. In the study, CNN
is trained to extract fault features using multivariate sensor
signals, thus locating variables that cause faulty processes as
well as time information. Kim et al. propose a self-attentive
CNN for the fault detection of lengthy sensor signals in
semiconductor manufacturing processes [39]. Deep learning
approaches have proven effective at detecting faulty prod-
ucts in manufacturing processes without bothersome pro-
cedures, including manual feature selection and extraction.
Approaches for predicting defects at different levels, inducing
multi-class classification, also exist [40], [41]. In a nutshell,
deep learning applications for the injection molding process
are used to detect sortable defects and to reduce defective
products.

B. TIME-SERIES ANALYSIS IN A MANUFACTURING
DOMAIN
The advent of advanced sensors, the so-called smart sensors
in the injection molding industry, has enabled the generation

of large volumes of time-series data that are collected in real
time [42]–[44]. In the real world, an enormous amount of
data exists in time-series form, in which the data are collected
in a sequential manner. The ubiquity of time-series data
further emphasizes the importance of time-series analysis.
Time-series analysis can be also applied to real-world event
prediction [45], [46]. In addition, themassive amount of time-
series data collected from advanced types of sensors in the
industry prompts the need for applying more sophisticated
techniques, such as machine learning and deep learning.

There have been many studies on generic time-series
data classification. A collective time-series classification
framework called COTE (Collective of Transformation
Ensembles), which is based on ensembles of nearest neighbor
classifiers, is presented [47]. Afterward, HIVE-COTE (Hier-
archical Vote Collective of Transformation-Based Ensem-
bles), which improves COTE with a hierarchical voting
scheme, is proposed [48]. These algorithms show powerful
performance with high accuracy in addressing time-series
classification problems. HIVE-COTE proves particularly
useful in the medical field when predicting epileptic seizures
in scalp electroencephalogram (EEG) [49]. Despite the
improved performances of these algorithms, a deep learning
approach is required to better understand data generated in the
manufacturing industry because of the data’s large number
of variables and the nature of dependencies, as previously
mentioned [50]. Various studies have proposed a convolu-
tional neural network (CNN)-based method, such as fully
convolutional networks and fully undecimated CNNs, for
time-series classification [52].

In the manufacturing as well as injection molding domain,
statistical approaches are used for process control and fault
detection [53]. In particular, various transform techniques
are used as a feature extraction method for multivariate
time-series data collected from multiple sensors [54]–[57].
After applying an adequate feature transformation, statisti-
cal data mining techniques are used for fault detection or
classification [58]. Sánchez-Fernández et al. propose a mul-
tivariate statistical process control for fault production by
capturing anomalous products using temporal signals [59].
Zhu et al. propose time-series alignment kernels (TSAKs) to
handle multivariate time-series sensor data from the manu-
facturing process [60]. The study subsequently applies SVM
for fault detection. However, certain transformation tech-
niques yield limited expressive representations from raw
time-series data. Thus, several deep learning methods, which
are capable of learning meaningful patterns from sequen-
tial time-series data, are applied to overcome the limita-
tions of approaches that utilize existing time-series transform
techniques. Huang et al. present a two-stage architecture
for fault detection in motor vibration time-series data from
the manufacturing process [61]. The recurrent neural net-
work (RNN)-based variational autoencoder (VAE) is used
for dimensionality reduction and feature extraction. Then,
PCA and linear discriminant analysis (LDA) are applied to
further improve fault detection performance. Several studies
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proposing deep learning methods for simultaneously extract-
ing and detecting faulty products also exist. Chadha et al.
use CNN and its variants to conduct fault detection with
time-series data in multiple manufacturing processes [62].
Lee et al. utilize several kinds of deep neural networks in
a one-class classification setting for imbalanced time-series
data in the die-casting process [32]. CNN is often used for
fault detection in multivariate time-series data from multiple
sensors due to its capability to learn key features with stacked
convolutions and pooling layers [63]. Compared to existing
studies in other manufacturing domains, there are few pieces
of research on time-series analysis in the plastic injection
molding domain. The implementation of recurrent neural
networks (RNNs) using long short-term memory (LSTM)
units for the predictive model is presented, as they are taken
repeatedly at every shot during plastic injection molding [64].
In addition, due to the characteristics of defect prediction,
average recall is preferred to classification accuracy because
of the skewed dataset.

C. MULTIMODAL LEARNING IN A MANUFACTURING
DOMAIN
The more information derived from data collected during
any process, the more accurate the understanding capability
of a deep learning model becomes. The concept of multi-
modal learning uses this same basis. Multimodal learning
incorporates related information from different investigative
data sources [42]. A fusion of multimodal data allows for
robust detection due to diverse representations of a single
process and complementary information that exists among
several modalities [65], [66]. The input data, which is com-
posed of multiple types, such as sensor data with different
temporal information and an image represented by different
features, can be used to construct a multimodal learning
model [67]–[69]. Especially in the manufacturing domain,
multimodal data from various types of sensors and fusion
methods have guaranteed complementary effects. In addi-
tion, fusing classifiers (i.e., predictions) constructed from
multiple sources of sensor data has been found to greatly
increase efficiency and accuracy [70]. A stochastic process,
such as the hidden Markov model (HMM), has been used to
address multimodal characteristics during process monitor-
ing [71]. Some machine learning-based approaches address
multimodal learning with feature extraction, which in some
cases can be especially useful where domain knowledge inte-
gration is required [72].

Since the early 2010s, deep neural networks, such as deep
Boltzmann machine and autoencoder, have been extensively
applied in order for multimodal data to effectively learn a
fusion of features [42], [73]. Particularly, in domains where
the data normally exist in multiple modalities, such as an
activity, context recognition [74], pose estimation [75], emo-
tion recognition [76], [77], and medical diagnosis [43], [78],
deep neural networks have proven superior to other meth-
ods. Various kinds of deep neural networks are employed
because they can handle multiple modalities effortlessly.

They can learn nonlinear correlations among modalities for
information fusions [79] as well as complementary infor-
mation among modalities [80], thus fully leveraging the
potential of multimodal data. As a predictive model in
the manufacturing domain, a multimodal neural network
is employed to learn combined representations of semi-
structured data, which are comprised of structured cate-
gorical and text-based features [81]. To diagnose faults
in a gearbox, multimodal deep support vector classifica-
tion (MDSVC) is proposed, where Gaussian-Bernoulli deep
Boltzmann machine (GDBM) learns features in each modal-
ity, and SVM is applied to fuse three modalities [82].

This work proposes a holistic approach, based on deep neu-
ral networks, to detect faults in the field of plastic injection
molding. It differentiates itself from previous studies in that
it does not use artificial data from simulations to validate
the proposed approach. Instead, this approach uses a large
amount of real-world data from the plastic injection molding
process. Rather than applymanual feature extractionmethods
(e.g., data projection, transformation techniques) and use an
additional classifier, the proposed deep neural network-based
approach is trained to extract meaningful representations and
simultaneously classify faulty products. Furthermore, a deep
neural network-based approach with a multimodal learning
scheme is effective in solving complex real-world problems,
such as problems in the plastic injection molding domain.
Thorough experiments with various methods and types of
multimodal fusions validate the improved performance of the
proposed approach.

III. METHOD
In this work, a deep neural network-based approach that uses
multimodal data to detect faulty injection molding instances
is proposed. Considering the different types of data collected
before and during the plastic injection molding process, sev-
eral state-of-the-art deep learning methods are selected and
combined to enhance the performance of the fault detec-
tion model. The proposed approach in Fig. 1 is trained in a
supervised manner, where each instance of the data contains
a corresponding target denoting whether it is faulty or not.
In the following sections, several neural network models used
in the proposed framework are described in detail.

A. MULTI-LAYER PERCEPTRON
A multi-layer perceptron (MLP) is a general feed-forward
neural network that has been used in various domains. Com-
posed of multiple fully connected neural layers (some of
which might contain dropout neurons) and nonlinear acti-
vations in between the layers, MLP behaves well in model-
ing complex functions. The neural network is trained with
backpropagation, which uses a gradient descent algorithm to
update the parameters characterizing the layers. These days,
other types of more advanced neural networks, such as CNNs
or RNNs, provide more powerful performance in certain
fields. Nonetheless, MLPs are still useful at adapting to a
number of domains with high flexibility in their architecture.
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FIGURE 1. An overview of the proposed model.

(1) indicates the general computation of a single layer of
MLP.

hi+1 = g(Wihi). (1)

h is an ith hidden representation, W is a trainable weight
matrix, and g is an activation function.

B. CONVOLUTIONAL NEURAL NETWORK
CNN is one of the most widely used types of neural networks
in the computer vision domain due to its capability of extract-
ing hierarchical patterns in image and video recognition [83].
It can find not only local but also compositional relationships
within input data by stacking multiple convolutional layers
with nonlinear activations coupled with pooling layers. How-
ever, CNN has also has been used for pattern recognition
in sequential data, such as voice and natural language [51].
Instead of using 2-D kernels or so-called filters that traverse
the input data to extract meaningful patterns, the model sug-
gested in this work utilizes a kernel with a dimension of one,
a so-called 1-D convolution. The convolution computation of
an input and convolutional filter k of length l is defined as:

f ∗ k(i) =
l∑
j=1

k(j)f (i− j+
1
2
). (2)

C. GATED RECURRENT UNIT
A gated recurrent unit (GRU) [84] is a compelling RNN pop-
ularly used for sequence modeling, time-series classification,
language modeling, and for any kind of data expressed in
sequential order. RNN is able to find patterns in sequential
data, since it recurrently updates the state of its hidden layer
using the input as well as the previous hidden state. (3)
indicates the recurrent computation of RNN for a single time
step.

ht = tanh(ht−1, xt ). (3)

Analogous to LSTM networks [85], GRU addresses long-
term dependencies in sequences. In fact, RNNs are prone to
losing long-term dependencies because the gradients back-
propagated during training either explode or vanish as the
length of the input sequences increases. BothGRUandLSTM
retain a unique internal mechanism (i.e., a gate) that controls
the amount of information either to be forgotten or updated at
each time step during the sequential computation in training.
This inherent functionality thus prevents a gradient vanishing
or exploding problem from happening and so is appropriate
for lengthy sequences. In general, it is known that GRU 1) has
a simpler architecture, 2) provides similar or slightly better
performance, and 3) takes a shorter time for training than
LSTM [86]. The computation of GRU at time step t is defined
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FIGURE 2. The early fusion and late fusion.

as follows:

zt = σ (Wzxt + Uzht−1). (4)

rt = σ (Wrxt + Urht−1). (5)

ĥ = tanh(Whxt + Uh(rt � ht−1). (6)

ht = zt � ĥ+ (1− zt )� ht−1. (7)

Wz,Wr ,Wh,Uz,Ur ,Uh are the weight matrices containing
corresponding bias terms (bias terms are removed for read-
ability), � is Hadamard product.

D. PROPOSED METHOD
The proposed approach of this work combines all previously
detailed neural networks (i.e., MLP, CNN, GRU) through an
early fusion manner in a multimodal learning setting. Early
fusion is a fusion type where low-level feature representa-
tions of modalities are combined to yield a single prediction,
whereas late fusion integrates high-level representations (i.e.,
decisions) after each modality has been turned into a decision
via an individual prediction model [65]. The early fusion and
late fusion schemes are illustrated in Fig. 2. The framework of
the proposed approach is illustrated in Fig. 1 in detail. Three
submodels are positioned in parallel. Each submodel individ-
ually takes one corresponding input type at a time. During
a feature extraction phase, the submodels map the raw input
features onto a latent space. In a feature aggregation phase,
the transformed data representations are then integrated into
upper layers for a single fused prediction.

Rather than training each model individually, the entire
model is trained in an end-to-end fashion. The end-to-end
training scheme is used, because the model is expected to
automatically learn not only hidden representations of the
data that help to discriminate faulty instances but also har-
monious combinations of submodels that contribute to better
performances. Since end-to-end training only takes an input
and an output for training without any manipulations in terms
of human intervention, the error signal is expected to be effec-
tively backpropagated throughout the whole model as well
as each of the submodels, increasing overall performances.
In the application section, both types of early and late fusion
methods are employed in order to validate the superior perfor-
mance of an early fusion method. For a detailed comparison,
the submodels are replaced with the others to investigate the
performance of submodels in pairs.

FIGURE 3. Illustrations of car windshield side moldings. Left: the detail of
the car windshield side molding, Right: fault types of damaged products.
(a) Flow marks are roughness of the surface caused by the high viscosity
of the resin, and (b) bubbles are marks caused by unexpected gas
emissions or lack of pressure.

FIGURE 4. The time waveform of the time-series data.

IV. APPLICATIONS
This section introduces a case study involving real-world data
collected through a production process for a car windshield
side molding. A windshield side molding is the black plastic
trim that wraps on the sides of a car windshield. This molding
covers the gap between the edge of the windshield and the
frame of the car, which helps drain water down the sides of
the windshield. Fig. 3 shows the diagram of the manufactured
windshield side molding (left) and the prominent defective
cases (right).

The dataset used in this case study is collected by the
manufacturing execution system (MES) of a car parts com-
pany in Ulsan, Republic of Korea. MES is a high-quality
and profit-oriented production system that collects various
information on the production site and controls the aggre-
gation, analysis, monitoring, and production process from
general and advanced sensors. Two sensors generate distinc-
tive modal data that will be referred to below as tabular data
and time-series data, respectively. General sensors collect
data per instance. Meanwhile, advanced sensors, which are
stress-endurable sensors that can endure higher pressures and
temperatures to directly measure the resin’s state, collect
data at multiple timestamps per instance, with a sampling
frequency of 5Hz. Fig. 4 shows the time waveform of the
time-series data collected from the advanced sensors. The
data used in this case study are collected over eight days
from the injection molding machine, as shown in Fig. 5.
The machinery is a hydraulic type that generates clamping
force by directly applying fluid pressure to the mold with
a hydraulic cylinder and has easy adjustment and setting
of its clamping force. Each instance consists of 23 variable
measurements from general sensors with a time-series of
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FIGURE 5. The internal structure of the molding machine.

two variables for a total of more than 2,000 instances of
both data types. In this regard, the label for every instance
of the data is annotated by company staff members with
expertise, where defective (i.e., faulty; mostly having flow
marks or bubbles on the surface) products are labeled as ‘1’
and normal products as ‘0’. According to [87], the model
with prior domain knowledge outperforms a domain-agnostic
model, so it is postulated that instilling domain knowledge
into the model is beneficial. Drawing from reflections and
experiences shared by factory workers, the prediction model
is devised using features that affect the presence of defects
amongst all features. The selected features in tabular and
time-series data are described in Tables 1 and 2, respectively.

The proposed multimodal deep learning-based fault detec-
tion model takes two types of multivariate data at a time:
tabular and time-series data. Depending on the type, data
are reshaped into a suitable form for the input shape of the
model. Tabular data are changed into shape (N ,D1), while
time-series data are changed into shape (N ,D2,T ), where
N denotes the number of instances in the data, D1 and D2
indicate the numbers of variables for tabular and time-series
data, respectively, and T denotes the number of timesteps.
All data are standardized for normalization. The time-series
data used in this case study have varying lengths from 250 to
350 timesteps per instance. RNN is capable of dealing with
the variable-length time-series, however, CNN and others are
not. Thus, a zero-padding is used so that each time-series has
an equivalent length. For the later experiments, the data are
divided into training and test sets after random shuffling, with
a ratio of 8:2.

In order to prevent overfitting in the neural networks,
regularization techniques are introduced, such as dropout,
batch normalization, and layer normalization. Dropout ran-
domly disconnects neural connections with a predefined rate
in the forward-pass, especially the training step [88]. Using
a dropout layer has the corresponding effect of converting
one network to numerous sub-networks, thus alleviating gen-
eralization errors. Batch normalization [89] is a technique
that can stabilize the whole training process while acceler-
ating the learning rate. Instability in training occurs as the
variance of input values varies for each layer or activation,
called an internal covariate shift. A distinctive feature of batch
regularization is that the process of adjusting the mean and
variance is not separated as another process but is included
in a neural network to control the mean and variance during
training process. In other words, it normalizes each layer,

TABLE 1. Description of variables of tabular data.

TABLE 2. Description of features of time-series data.

adjusting the distribution to avoid deformation. It can prevent
gradient vanishing and exploding issues. The layer works
well with CNN-basedmodels, since it is dependent on the size
of mini-batches, but it does not work with other models, such
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TABLE 3. Detailed hyperparameters of the used machine learning models.

as RNN. As an alternative, layer normalization [90] is used
to overcome the drawbacks of batch normalization. It is not
contingent upon batch sizes during training, as it normalizes
using statistics collected from all units within a layer of the
current sample, which makes it effective at stabilizing the
hidden state in RNNs.

In order to counteract the problem of a class imbalance,
which is often the case with data collected in the manufactur-
ing domain, as well as the one in this work, an effective type
of a loss function called focal loss [91] is used for training
deep learning models. Based on the cross-entropy function,
focal loss employs modulating factors and weighting factors
to reduce the relative weights on well-classified instances
while focusing on misclassified ones. During experiments,
focal loss tends to have better performance.

The experiment is conducted in two stages. In the first
stage, deep learning and conventional mathematical methods
are applied to each modality. In the second stage, combina-
tions of methods are employed with a late fusion scheme,
where decisions from the submodels are averaged to compute
the final decision. The proposed early fusion model with deep
neural networks is tested, also with ablation. In order to val-
idate the proposed deep learning-based approaches, several
other supervised machine learning algorithms, such as sup-
port vector machine (SVM), naïve Bayes (NB), random forest
(RF), and light gradient boosting machine (LightGBM) [92],
along with a conventional time-series classification methods,
such as dynamic time warping (DTW) and HIVE-COTE
(HC) [48], are implemented for comparison. The hyperpa-
rameters for the aforementioned machine learning algorithms
are tuned via random search [93], and the details of the model
specifications are shown in Tables 3 and 4.

A. IMPLEMENTATION
The experiments are conducted on four GPUs: GTX 1080 Ti,
implemented with open-source libraries, TensorFlow [94]
and Keras [95]. Adam optimizer [96] is used with a batch size
of 128. The learning rate is set to 1e-3 with a weight decay
of 1e-4. After epochs without improvement, it is multiplied
by 1/ 3√2. To prevent models from overfitting, early stopping
is used in which the training terminates as the validation loss
saturates. The source code to reproduce the experiments in
this work will be made publicly available.

V. RESULTS AND DISCUSSION
To validate the experiment of this case study, an F1 score
along with accuracy, precision, and recall is used. Precision

TABLE 4. Detailed architectures of the used deep learning models.

is the rate of true positives among predictions as positive
(i.e., faulty), while recall is the rate of true positives among
the actual faulty instances. F1 score is a harmonic mean of
precision and recall, detailed as follows:

precision =
true positives

true positives+ false positives
. (8)

recall =
true positives

true positives+ false negatives
. (9)

F1 = 2 ·
precision · recall
precision+ recall

. (10)

Considering the nature of the plastic injection molding
process, misclassification errors should be taken into care-
ful consideration. Since the actual data collected during the
process are mostly faultless, the data used for training, and
perhaps for the test, are imbalanced or strongly skewed. F1
score is a common metric used for imbalanced classifica-
tion problems [97] and weights precision and recall equally.
Therefore, the metric is particularly emphasized in the per-
formance comparison as an appropriate measure.

The following is a comparison of conventional mathemat-
ical methods, including machine learning methods, and deep
learning-based methods that use each modality. Tables 5 and
6 show the results of fault detection measured with precision,
recall, accuracy, andF1 score. The data used in corresponding
experiments for Table 5 are tabular data consisting of the set-
ting parameter values of the plasticmolding injectionmachin-
ery. According to Table 5, the proposed deep learning-based
approach in tabular data, which is MLP, shows the highest
detection performance (i.e., F1 score = 0.6250) among other
methods. In spite of similar recall values, MLP provides the
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TABLE 5. Performance comparison of methods using only tabular data
(setting variables).

TABLE 6. Performance comparison of methods using time-series data
(measurement during the process).

highest precision values, thus resulting in a better fault detec-
tion performance in terms of F1 score. LightGBM also shows
relatively high performance, implying the potential suitability
of the gradient boosting machine models for tabular data.

Table 6 illustrates a comparison of several methods using
time-series data. The data used in corresponding experiments
for Table 6 are time-series data composed of sequential value
measurements during the process. The results demonstrate
that deep learning-based approaches have indisputably higher
prediction scores than others (i.e., F1 score = 0.5217 for
GRU and F1 score = 0.4000 for CNN). Compared to HIVE-
COTE [48], an existing state-of-the-art method, GRU and
CNN show better performances. In particular, given the
sequencing of the data, GRU,which inherently has a recurrent
nature, proves superior to CNN. Considering the performance
difference between deep learning-based approaches and other
approaches, the former is capable of capturing a richer hidden
representation of data, hence demonstrating their suitability
for fault detection using time-series sensor data.

In both experiments, deep learning-based approaches also
show a slight improvement in detection accuracy, albeit with
highly skewed non-faulty data. As for the results, it is postu-
lated that using deep learning-based approaches (i.e., MLP,
GRU, CNN) on both data types is effective for the fault
detection model.

In subsequent experiments, a comparison of fusion-based
methods for multimodal learning is conducted. In particular,
late fusion approaches, where the predictions of models, each
of which is trained with a single modality, are combined
(mostly averaged). In addition, deep neural networks are
trained in an end-to-end early fusion manner. Lastly, the pro-
posed approach is employed.

Table 7 compares the performances of multimodal late
fusion models with machine/deep learning methods on tabu-
lar and time-series data and the proposed early fusion model

TABLE 7. Performance comparison of fusion-based methods and the
proposed approach.

with deep learning methods. In the type column, − denotes
a late fusion and + denotes an early fusion. The late fusion
method, which combines the conventional machine learn-
ing model with the deep learning model, gives higher val-
ues of F1 scores than the fusion method composed only of
machine learning models (i.e., Types [A] and [B]). A few
late fusion methods based on conventional machine learn-
ing methods, such as RF-SVM and LightGBM-HC, provide
slightly higher detection performance, which implies that
conventional machine learning approaches are still effective.
In addition, HC [48] seems to improve detection perfor-
mances when coupled with other classifiers in a late fusion
manner. Nevertheless, the majority of late fusion models
containingmachine learning and deep learningmethods show
much higher F1 scores. According to Table 7, the average F1
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FIGURE 6. F1 score comparison of fusion-based methods and the
proposed approach.

score of Type [C] is 0.5717, while that of Types [B] and [A]
are 0.5107 and 0.4038, respectively. Therefore, the late fusion
model with deep learning methods mostly outperforms those
not based on deep learning or are on par with few existing
comparative methods (e.g., HIVE-COTE).

The results indicate that different fusion types (i.e., an early
fusion and a late fusion) using the same machine/deep learn-
ing methods have different performances (i.e., Types [C] and
[D]). An early fusion has a conspicuous improvement on deep
learning models in comparison with late fusion multimodal
methods. Considering the aforementioned characteristics of
the fusion types, the early fusion models might have enabled
an effective combination of complementary information from
multiple modalities while exploiting rich data representation
through deep learning.

Table 7 also indicates that the proposed early fusion
approach with three deep learning models (i.e., MLP, GRU,
CNN) provides stable and remarkable fault detection perfor-
mances (i.e., accuracy = 0.9900 and F1 score = 0.7500 for
Type [E]). From the results, consistent improved accuracy is
visible when comparing deep learning-based models with the
others and when comparing the early fusion approaches with
the others. Therefore, the proposed early fusion approach

proves most effective for fault detection in the field of plastic
injection molding (Fig. 6).

VI. CONCLUSION AND FUTURE WORKS
The authors propose a deep learning-based approach that uses
multimodal data in an early fusion manner to automatically
detect faulty products during the plastic injection molding
process. The proposed early fusion approach outperforms
other conventional machine learningmethods as well as those
that adopt a late fusion. Moreover, the real-world multimodal
data used in the case study are comparatively large, hence
providing reliability to the results.

The proposed research has three steps. First, the multi-
modal data, which consist of setting parameter values and
sequential measurements as tabular and time-series data, are
collected from a plastic injection molding process. Deep
neural network-based methods, along with conventional
mathematical methods suitable for each data modality, are
employed to conduct fault detection. In a multimodal setting,
early and late fusion methods based on various mathematical
methods, as well as the proposed early fusion approach using
deep learning methods, are implemented.

Experimental results illustrate the superiority of deep
learning-based models, as well as in a multimodal setting.
Furthermore, the early fusion approaches have shown bet-
ter performances than late fusion in fault detection. In par-
ticular, the proposed early fusion approach has shown the
most remarkable performance (i.e., accuracy = 0.9900 and
F1 score = 0.7500).
The proposed approach finds its novelty in the application

of an early fusion scheme as well as state-of-the-art deep
neural networks in the field of plastic injection molding. The
proposed approach’s outstanding performance indicates its
useful applicability in real-world circumstances. A few lim-
itations of this research include that the proposed approach
might require data with quite a large number of variables
to achieve a decent performance in fault detection, since it
exploits rich data representation using deep neural networks.
In addition, depending on the size of the model, enough
labeled data and computational resources would be needed.

Future works will directly exploit on-site and first-hand
knowledge in the design of model architecture. In addition,
introducing an explainable and interpretable model in the
domain is deemed valuable. Concerning the fact that most
deep neural networks are black-box models, which do not
yield the reasons behind the predictions, deep learning mod-
els that are able to provide interpretable fault detection results
would enhance the understanding of faulty processes as well
as user satisfaction. Transfer learning [98] is also worth con-
sidering in the manufacturing industry. It enables knowledge
transfer without much effort to generate new annotations as
well as training models from scratch, thus making it applica-
ble and effective in the manufacturing domain. For instance,
a model trainedwith data collected from onemachinery could
be applied to another machinery. Especially for the purpose
of improving the ability to generalize on a different domain
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(e.g., conditions of machinery), advanced deep neural net-
work architectures that are capable of learning robust feature
representations in unseen domains, such as [99], should be
further studied. While the proposed early fusion approach
could technically distinguish different kinds of faults (e.g.,
flow marks, bubbles), they are not distinguished in this case
study, because MES of the car parts company in Ulsan used
in this case study does not consider different kinds of faults.
Future work will distinguish different kinds of faults once the
data that consider different kinds of faults are available.
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