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a b s t r a c t

Measured decay heat data of light water reactor (LWR) spent nuclear fuel (SNF) assemblies are adopted
to train machine learning (ML) models. The measured data is available for fuel assemblies irradiated in
commercial reactors operated in the United States and Sweden. The data comes from calorimetric
measurements of discharged pressurized water reactor (PWR) and boiling water reactor (BWR) fuel
assemblies. 91 and 171 measurements of PWR and BWR assembly decay heat data are used, respectively.
Due to the small size of the measurement dataset, we propose: (i) to use the method of multiple runs (ii)
to generate and use synthetic data, as large dataset which has similar statistical characteristics as the
original dataset. Three ML models are developed based on Gaussian process (GP), support vector ma-
chines (SVM) and neural networks (NN), with four inputs including the fuel assembly averaged
enrichment, assembly averaged burnup, initial heavy metal mass, and cooling time after discharge. The
outcomes of this work are (i) development of ML models which predict LWR fuel assembly decay heat
from the four inputs (ii) generation and application of synthetic data which improves the performance of
the ML models (iii) uncertainty analysis of the ML models and their predictions.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

During nuclear reactor operation, fission products and actinides
continue to build up from nuclear fission, radioactive decay, and
neutron capture. The particles emitted during the radioactive decay
processes i.e., alpha, beta, gamma particles, and other radiative
particles, lose their kinetic energy when they interact with atoms of
materials in the irradiated fuel, and the energy lost is converted into
heat. The decay processes continue long after the spent fuel is
discharged from the reactor. The energy released from the decay of
radionuclides in spent nuclear fuel (SNF) needs to be characterized
for safety applications such as storage, transportation, and final
disposal, during the back-end of the fuel cycle. Specifically, the
decay heat needs to be characterized to ensure that temperature
requirements are fulfilled during dry storage/transportation in
casks and disposal in geological repositories. Moreover, decay heat
needs to be determined so that spent fuel pools at reactor sites can
be cooled sufficiently. SNF pools around theworld are getting closer
wonjumi), alcher@unist.ac.kr
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by Elsevier Korea LLC. This is an
to saturation and it is difficult to measure decay heat of all dis-
charged fuels from nuclear reactors. Besides, the calorimetric
methods of measuring decay heat, which is the most accurate
amongst other methods requires several hours to measure the
decay heat of one assembly. Thus, the determination of decay heat
depends largely on predictions of computer codes. Computation
time is large when decay heat for large number of assemblies are
required to be calculated such as in a spent fuel pool application. A
much faster alternative to obtain the decay heat estimates is
desirable. Machine learning (ML) models can be developed to serve
this purpose. ML is the process of training computer algorithms to
learn relationships present between the inputs and outputs of a
given dataset without explicitly programming them to do so. As a
subset of artificial intelligence, ML has become very attractive in
many areas of data analysis, pattern recognition [1], speech
recognition, language processing, handwriting/face, and character
recognition [2], self-driving cars, stock market analysis [3] and
fraud detection [4]. ML models could also be referred to as surro-
gate models, meta models, reduced order models (ROM), emulators
or response surfaces. These are approximations with very high
computational efficiency and are commonly used in place of
computationally expensive code calculations when large number of
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repeated runs are needed such as during sensitivity analysis, un-
certainty quantification, and optimization studies. The most com-
mon use of the computationally expensive code is to generate data
of solutions at different input conditions for the problem of interest.
Then the data is used to develop the learning model in a non-
intrusive manner, requiring no modification to the code.

Several research have appeared in literature in which ML
models are trained using experimental data and the models
developed are shown to work in practice. Various applications can
be found in nuclear fusion and plasma physics [5], high energy
physics [6], biological sciences, energy sources application, exper-
imental physics, and chemical reaction processes [7e11]. The ad-
vantages of ML of experimental data are yet to be exploited in
reactor physics (RP) modelling and simulations (M&S) where there
are numerous databases of experimental data which can be used to
train ML models. ML of nuclear data was reported in [12] to predict
the bias in nuclear criticality safety analysis using as input the
sensitivity profiles. In [13], data from research reactor was used in
learning models to predict core behavior during different core
power levels and loss of flow accidents. ML has been applied in
reactor core analysis to predict reactor core neutronics character-
istics, optimize the fuel loading pattern of the reactor core, and
perform sensitivity and uncertainty analysis. The ML models that
have been applied include neural networks (NN), support vector
machines (SVM), Gaussian process regression (GPR) and group
method of data handling (GMDH) [14e20]. A detailed review of
artificial intelligence method applied to in-core fuel management
can be found in [21].

Most ML applications in RP is focused on training data generated
with M&S tools that are computationally expensive to run. A
different approach is employed in the current research. The data
used in this learning process comes from publicly available mea-
surement. ML tools are not yet widespread in SNF analysis and to
the best of the author's knowledge, this study is the first to use ML
to predict the decay heat of irradiated/discharged light water
reactor (LWR) SNF assemblies. ML works on fuel loading pattern
optimization and in-core fuel management referenced above are
limited to fresh or partly spent fuel which are still to be further
irradiated in the core. The purpose of this work is to develop a
model that learnsmeasured decay heat data of discharged LWR SNF
assemblies, and then uses the knowledge learned to efficiently and
accurately evaluate the decay heat of other LWR SNF assemblies
discharged after irradiation from the reactor. The rest of this paper
is organized as follows. First, the LWR SNF assembly decay heat
measurement dataset used to train the learning models is
described. Second, an exploratory analysis of the measurement
dataset and the ML algorithms are presented. We propose to learn
the relationship between measured decay heat of a fuel assembly
and the assembly material/irradiation history information using
models such as GPR, SVM and NN. Third, because regression tech-
niques on small size nuclear engineering RP datasets have not been
considered, the method of multiple training is proposed to obtain a
model with an optimal training/testing set and good generalization
capability. In addition, the use of synthetic data having the same
statistical properties as the original dataset is proposed, and
generated from the original dataset, to address problems encoun-
tered in the ML of small datasets. The stochastic nature of training
data selection and hyperparameter optimization during training of
ML algorithms causes statistical fluctuations that are more pro-
nounced in small datasets and can cause large variance in the
trained models. Fourth, the uncertainty analysis of the models
developed, and their estimates are conducted to quantify the errors
due to the training data selection, size of the training dataset and
perturbations of the input features. Fifth, the conclusions and
future perspectives are outlined.
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2. Measured data of light water reactor spent fuel assembly
decay heat

Three different sets of decay heat measurements are combined
for use in this study. The three data sets contain benchmark LWR
SNF decay heat datameasured from the calorimetric analysis of fuel
assemblies irradiated in 16 different LWRs. The three measure-
ments were respectively carried out by:

- Hanford Engineering Development Laboratory (HEDL) in the
United States. HEDL measured the decay heat the spent fuel
assemblies from the Turkey Point reactor.

- General Electric Morris Operation (GE-Morris) in the United
States. GE-Morris measured the decay heat of spent fuel as-
semblies from the San Onofre 1, Point Beach 2, Cooper, Dresden
2 and Monticello reactors.

- Swedish Nuclear Fuel Waste Management Company, Svensk
K€arnbr€anslehantering AB (SKB). The decay heat measurement of
spent fuel assemblies from reactors: Ringhals 2, Ringhals 3,
Barseb€ack 1, Barseb€ack 2, Forsmark 1, Forsmark 1, Forsmark 2,
Forsmark 2, Forsmark 3, Oskarshamn 2, Oskarshamn 2, Oskar-
shamn 3, Oskarshamn 3, and Ringhals 1, were performed by SKB
at the Swedish interim storage facility, CLAB, between 2003 and
2010.

The three sets (i.e., HEDL, GE-Morris and SKB measurements) of
decay heat benchmarks are summarized and detailed in the refer-
ences [22e26]. The characteristics of the measured fuel assemblies
are summarized in Table 1. This table contains the measurement
facility, reactor name, the assembly design, the fuel enrichment,
number of fuel assemblies measured, number of measurements
performed, fuel assembly discharge burnup, and the reactor type.
HEDL and GE-Morris measurements were performed in 1980 and
1985, respectively, for assemblies which were irradiated in reactors
operated in the United States. SKB measurements were performed
for assemblies which were irradiated in reactors operated in Swe-
den. Information on the assembly designs and irradiation history of
the fuel assemblies which were measured can be found in the
references. The assembly designs comprise pressurized water
reactor (PWR) and boiling water reactor (BWR) assemblies. The
measured fuel assemblies have average enrichments from 1.0 to
4.0 wt% 235U, average burnups from 5 to 51 GWd/t and cooling time
after discharge from 2 to 27 years. A total of 91 measurements of 52
PWR assemblies and 171 measurements of 95 BWR assemblies are
used in this study. The datasets are thus divided into two according
to reactor types: PWR and BWR dataset. Fig. 1 presents the geom-
etry of an example of PWR 17 � 17 and BWR 8 � 8 lattice designs.

SKB conducted series of measurements to provide data for the
validation of computational tools applied in the analysis of SNF
wet/dry storage facilities and repository in Sweden. The calorim-
eter design used at CLAB is similar to the calorimeter used at GE-
Morris. The calorimeter is placed inside a pool of water and con-
tains the assembly to be measured. Sensors are placed in the water
inside the calorimeter, on the internal and external surfaces of the
calorimeter and in the water outside the calorimeter to measure
the increase in temperature. The increase in temperature of water
in the calorimeter is compared to a calibration curve obtained from
an electric heater. Gamma detectors are used outside the calorim-
eter to determine the gamma ray emission and to account for the
energy loss due to gamma radiation. The calorimeter used at HEDL
is a boil-off type calorimeter in which the decay heat of a fuel as-
sembly is measured by differential steam condensate collection
rates. Although these measurement data were acquired to support
the validation of computational tools used in SNF analysis, it is
reasonable to employ these data for more applications such as



Table 1
LWR fuel assembly decay heat measurement dataset.

Measurement
Facility

Reactor Fuel Design Enrichmenta(wt.%235U) Assemblies
Measured

Max. Burnupa(GWd/t) No. of Measurements Reactor type

HEDL Turkey Point 15 � 15 2.557 4 28.59 6 PWR
San Onofre 1 14 � 14 3.865e4.005 8 32.36 8 PWR
Point Beach 2 14 � 14 3.397 6 39.38 6

GE-Morris Dresden 2 7 � 7 2.128 1 5.28 2 BWR
Cooper 7 � 7 1.090e2.500 54 28.05 81
Monticello 7 � 7 2.250 6 20.19 13

CLAB Ringhals 2 15 � 15 3.095e3.252 18 50.96 33 PWR
Ringhals 3 17 � 17 2.100e3.404 16 47.31 38
Barseb€ack 1 8 � 8 2.922e2.953 2 41.13 4 BWR
Barseb€ack 2 8 � 8 3.154 1 40.01 1
Forsmark 1 8 � 8 2.090e2.970 2 34.19 3
Forsmark 1 9 � 9 2.938 3 37.89 3
Forsmark 2 8 � 8 2.095 1 19.94 1
Forsmark 2 SVEA-64 2.850e2.920 3 32.84 3
Forsmark 3 SVEA-100 2.770 2 31.28 3
Oskarshamn 2 8 � 8 2.201e2.875 7 34.89 8
Oskarshamn 2 SVEA-64 2.902 1 46.65 1
Oskarshamn 3 8 � 8 2.577 1 25.16 1
Oskarshamn 3 SVEA-100 2.711 2 40.36 2
Ringhals 1 8 � 8 2.640e2.911 9 44.86 45

a Assembly average value.

Fig. 1. Schematic of typical fuel assemblies: PWR 17 � 17 (left), BWR 8 � 8 (right). Legend: red (UO2), blue (moderator), green (guide tube), black (instrument tube), yellow (UO2-
Gd2O3). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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machine learning and inverse uncertainty quantification. It be-
comes more reasonable considering that measurement data are
costly to obtain. It would thus be desirable to have a tool which can
learn the relationships between the measurements and the asso-
ciated fuel assemblies so that the learned knowledge can be used to
make predictions concerning other assemblies.

The decay heat measurement for one assembly takes several
hours for high accuracy. Although another method is available for
measuring decay heat of spent fuel such as gamma ray spectros-
copy [27,28], decay heat measurements generally are usually scarce
to come by. For the measurement data used in this research, the
uncertainties are noted in the references. The decay heat uncer-
tainty reported for the CLAB PWRmeasurement is ±9.2 W (3.7%) at
250 W and ±18.2 W (2.1%) at 900 W. For the CLAB BWR measure-
ments, the uncertainties are given as ±4.2 W (8.4%) at 50 W and
±6.2 W (1.8%) at 350 W [23]. The quoted CLAB uncertainties are at
the 95% confidence level and these are reported to be random er-
rors. From these values, the uncertainty in each CLAB PWR or BWR
measurement can be obtained by linear interpolation. For the HEDL
measurements, the accuracy was estimated to be ± 5% for decay
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heat greater than about 1000 W, and ±10% at 100 W. The HEDL
measurement uncertainties are not reported to be either system-
atic or random. At the GE-Morris measurement facility, the sys-
tematic error associated with the measurements is about ±2% for a
thermal output of about 700 W, and ±4% in the 200 W range. In
addition, the random error reported from repeated measurements
of the same assembly is about ±4.3% [22]. It is also reported in [23]
that the GE-Morris calorimeter gave an uncertainty of ±7.5% (at two
standard deviations) at 200 W. Another report [29] indicates that
the uncertainty of the US PWR fuel assembly decay heat mea-
surement (i.e., HEDL and GE-Morris) is quoted to be 2%.

3. Decay heat measurement data exploration

An exploratory data analysis of the decay heat measurement is
performed. The correlations between the measured decay heat and
some assembly parameters are examined for the PWR dataset and
shown in Table 2. We can notice a small correlation between the
measured decay heat and the assembly discharge burnup, 235U
enrichment, and initial heavy metal mass. However, the measured



Table 2
Correlation matrix of input and output features (PWR dataset).

Decay heat (W) Burnup (GWd/tU) Cooling time (years) Enrichment (wt.%235U) Uranium mass (kg)

Decay heat (W) 1
Burnup (GWd/tU) 0.203 1
Cooling time (years) �0.749a 0.108 1
Enrichment (wt.%235U) 0.159 0.603 �0.280 1
Uranium mass (kg) �0.188 0.007 0.572 �0.704 1

a Values in italics correspond to significant correlation coefficient at the 0.01 significance level.
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decay heat is strongly and negatively correlated with the cooling
time after discharge. Correlations between the input parameters
are further observed, most notably between the assembly
discharge burnup and 235U enrichment, and between enrichment
and uranium mass. These correlations re-iterate the physics of the
problem at hand. Moreover, the correlations also show that there is
multicollinearity between the input features (burnup, cooling time,
enrichment, and uranium mass). For example, it can be observed
that the measured decay heat has a similar relationship with the
burnup and enrichment. An input feature space including both
burnup and enrichment may not improve the accuracy of decay
heat estimation since they have similar correlation coefficients of
0.20 and 0.16, respectively, with the decay heat. The conclusion of
multicollinearity is reached by calculating the significant Pearson
correlation coefficients for the input features at the 0.01 signifi-
cance level. We found that for some of the input features, the
Pearson correlation coefficients are significant at the 0.01 signifi-
cance level. These are shown in italics in Table 2. Additional test to
examine the presence of multicollinearity was performed using the
variance inflation factor (VIF) [30]. The VIF measures the degree of
multicollinearity in an ordinary least square regression. It quan-
tifies the amount of increase in the variance of a regression coef-
ficient estimate due to collinearity. The VIF is analyzed in each
iteration by considering only the input features shown per column
in Table 3. A VIF <10 indicates that multicollinearity is low. Table 3
confirms earlier finding that burnup and enrichment have similar
correlation coefficient with decay heat, and this is seen in the high
VIF (see 1st iteration column of Table 3). When we exclude other
input features, we found that retaining burnup and cooling time as
input features yields VIF <10. It appears only these two inputs are
relevant to predicting the decay heat. However, for reasons
explained in the next section, all the four inputs will be included in
the model. For the BWR dataset, the same VIF trends are noted and
similar correlations (between measured decay heat and cooling
time; between burnup and enrichment; between enrichment and
uranium mass) are observed as in the PWR dataset.
Table 4
Dataset input and output features.

Input features Ranges

PWR dataset BWR dataset

Decay time (days) 859e9734 857e9750
Discharge burnup (GWd/tU) 19.699e50.962 5.28e46.648
235U enrichment (wt.%) 2.09e4.005 1.09e3.15
Heavy metal mass (kg) 361.72e463.898 126.68e195.48
Output feature
3.1. Selection of input features

To screen the input parameters, it was decided to only select
parameters that are available for all the assemblies measured. In
addition, any input information not reported for some assemblies is
excluded for all the remaining assemblies. Moreover, some input
parameters reported in some of the benchmark documentations
Table 3
Variance inflation factor of input features (PWR dataset).

1st iteration 2nd iteration

Burnup 49.74 24.26
Cooling time 9.91 8.68
Enrichment 56.68 -b

Uranium mass 44.96 32.85

b Missing values means the feature is excluded in the VIF calculation.
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are not the actual values for the concerned assemblies. This may
introduce uncertainties which are quantified later in Section 4.2. It
is important to note that considering all the assembly design and
irradiation history information, the dimension of the input space
could be up to 17. This would be challenging to some machine
learning models due to the curse of dimensionality. Furthermore, it
will become a disadvantage to the machine learning models which
are surrogates whose advantages are to reduce the dimension of
the feature space. From the physics of the problem, many of the
assembly design and irradiation history information are correlated
and redundancies could exist in the input space. Moreover, previ-
ous sensitivity studies have highlighted some input parameters
which have negligible effect on light water reactor (LWR) decay
heat calculation results [31,32]. This physics based ML is important
since the ML algorithms could be black box models. The input
features considered are summarized in Table 4 alongside their
ranges. The input features in Table 4 are finally selected after it was
established that these information can be obtained for all the
measured assemblies. Another reason these features are chosen is
because they could be obtained for any other assembly aside those
in the decay heat data set. This is an advantage since the models
trained in this work could then be applied to predict integral decay
heat of assemblies discharged from any LWR, provided the input
data lie in the ranges specified in Table 4.

From the previous section, it was established that the decay heat
has similar correlations with the burnup and enrichment. And that
enrichment and uranium mass are responsible for high multi-
collinearity in the input space. Nevertheless, we decided to include
the enrichment and uranium mass among the input features. The
reason for this inclusion is because in many cases two different fuel
assemblies discharged from a reactor may have similar burnup and
in such cases the enrichment and/or the uranium mass might be
useful to differentiate such assemblies. The PWR and BWR datasets
are explored separately to detect extreme values which are
3rd iteration 4th iteration 5th iteration

6.40 48.75 e

6.40 6.43 9.39
e 41.41 27.64
e e 44.07

Decay heat (W) 209.79e1550 19.5e395.40
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considered outliers, for removal from the data set. The extreme
values are only observed in the BWR dataset. Not included in this
report, the visualization of the BWR dataset indicates that at
burnup less than 10 GWd/tU, 235U enrichment less than 1.5% and
heavy metal mass less than 160 kg, the data points are far away
from the general pattern in the data and there is scarcity of data
around those points. Because of this, these data points are
considered outliers and are removed from the BWR dataset. Spe-
cifically, 6 data points are removed from the BWR dataset. These
correspond to assemblies with 5GWd/tU burnup, 1.0 wt% 235U
enrichment, and heavy metal mass between 120 and 160 kg.

3.2. Generation of synthetic data

The size of the PWR dataset is 91. After removing outliers, the
BWR dataset has a size of 165. Each of these datasets are supposed
to be split into training, validation, and testing set. The dataset is a
small one and could bias the model and cause the trained model to
perform poorly in out-of-sample cases. Small dataset is one of the
major challenges for ML and many approaches have been devel-
oped to tackle the issue such as creating synthetic data [33,34], data
augmentation [35], under-sampling the majority class and over-
sampling the minority class [36]. Some other studies employ stra-
tegies that resample or bootstrap [37] which use the original
dataset to create synthetic data that is a subset of the original one.
The synthetic data can then be used to perform model training,
testing and cross-validation. Bootstrapping has been particularly
useful in evaluating the bias, variance and confidence intervals of
ML models and their estimates. Another application of the boot-
strap method in ML is found in the method of bagging (bootstrap
aggregating) of ML models, i.e., a given ML model is trained on
different datasets bootstrapped from the original training data and
the outputs of all the models on testing set are averaged in
regression problems or voted on in classification task. Later in
Section 4.2, we used the method of bootstrap to generate different
training data to perform uncertainty analysis of the ML models and
their predictions.

However, in this section, a novel approach in synthetic data
generation is introduced. It is inspired by the Monte Carlo method
used in uncertainty quantification (UQ) and sensitivity analysis
(SA). It involves the following steps: (i) fit the training set of the
PWR or BWR dataset to a model to obtain an accurate input to
output mapping function (ii) assign uncertainties (standard devi-
ation) to each input feature, the continuous values in each input
feature are considered nominal values (mean/average) (iii) assume
each input feature follows a normal distribution, then sample from
this distribution using the mean and standard deviation of step ii to
obtain perturbed values of the inputs for each dataset sample (iv)
use model from step i to predict the outputs associated with the
perturbed inputs generated in step iii (v) combine the set of per-
turbed inputs and corresponding outputs from steps iii and iv,
respectively, to obtain the synthetic data generated.

Concerning the synthetic data generation, uncertainties
assigned in step ii to the input features can be obtained from
literature [38,39]. Another well-known probability distribution of
choice can be employed in step iii. The selected probability distri-
bution is to enable us to generate random samples of the input
features. It is possible to determine the actual probability distri-
bution of the input features which will then be used in the syn-
thetic data generation. This is however beyond the scope of this
work. An important feature of the synthetic data is that it has the
same statistical characteristics as the original data. If this is not the
case, then it is possible that the probability distribution selected is
not sufficient to model the input features and should be changed.
The fittedmodel in step i should have high accuracy in mapping the
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input features to the output response in our dataset. The proposed
synthetic data generation method is different from the method of
perturbing the original samples or adding noise to the input data
[40e43]. Synthetic data should retain the statistical properties
(mean, variance, and correlations) of the original data set. Synthetic
data is used significantly in data-driven applications when the
confidentiality of original datasets must be protected [44] or when
the available dataset is small. We generated PWR and BWR syn-
thetic data that mimics the properties of the original dataset which
contains 91 and 165 measurements, respectively. The original data
and synthetic data are compared in terms their probability distri-
bution functions (PDFs) and correlation matrices. The correlation
matrices of the original and synthetic data are the same and the
PDFs for the PWR dataset are shown in Fig. 2. Moreover, Table 5
shows the summary of the statistics of both the original data and
synthetic PWR dataset. As can be seen in Fig. 2 and Table 5, the
statistical properties are consistent between the original and syn-
thetic data. This implies that the distribution assumed, and un-
certainties assigned to the input features are reasonable and
justified. Fig. 2 and Table 5 excludes the uraniummass input feature
because we considered it to be constant and was not perturbed in
each input sample.

3.3. Training and testing methodology

The performance of aMLmodel depends on a number of factors,
one of which is how the dataset is randomly divided into training
and testing set. Due to the small size of the dataset used in this
work, we decided to employ other strategies used in the ML of
small datasets such as the method of multiple runs whose
description is presented as follows. All themodels developed on the
original datasets are trained 1000 times to obtain a model that
generalizes well to unseen data. This retraining is done to obtain
properly sampled training and testing set. The training set should
cover all the patterns in the data as much as possible. Each training
begins with different divisions of the data into 90% training and 10%
testing sets randomly. The models with the smallest mean absolute
error (MAE) are the ones reported as the final models. The optimum
hyperparameters of each model were found using the training set.
Then by looking at the performances of the models on the testing
set (which is not used for hyperparameter finetuning), the pre-
diction capabilities are assessed. The dataset divisions does not
include a validation set due to the small size of the measurement
data. For the method of multiple runs, the dataset is divided 1000
times randomly into a training and testing set, while noting the
random numbers used during each division, for reproducibility of
results. The method is effective in that the final model gives smaller
prediction errors compared to when the models are trained once.
Due to the random nature of ML algorithms, the models produce
different result every time they are run. Although the method of
multiple runs requires more time, we gained more accuracy in the
process. And the multiple training does not have to be done again
since the final model can be easily reproduced and used for pre-
dictions as needed. The method of multiple runs has been applied
to overcome the problem of ML of small datasets and shown to
work in medical applications [7,52,53]. After training with the
original dataset to establish a baseline performance, we then used
synthetic data in another set of training. Please note that the syn-
thetic data are generated using only the training set of the original
dataset. As a result, the performances of themodels developedwith
the synthetic data are assessed on the 10% testing set of the original
dataset. However, since the synthetic data is relatively larger, the
training with synthetic data was conducted one time per model. At
least the models developed with synthetic data should have similar
performance in terms of error, as the models based on the original



Fig. 2. Probability density function of original and synthetic data (PWR dataset).
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dataset, if the synthetic data reflects the complex relationships
between the features of the original dataset. Nevertheless, with a
larger dataset, although synthetic, the developed models should
perform better. The use of synthetic data in ML have been shown to
work in myriads of statistical learning applications. Because the
published works are numerous to be listed here, we refer the
interested readers to a few of the references [7,10,52,54]. It should
be mentioned that the ML models trained in this work are appli-
cable to predict decay heat of assemblies whose features lie in the
ranges specified in Table 4. This corresponds to decay time between
2 and 27 years, which is important for SNF in storage and trans-
portation applications. For input data far from the ranges specified
in Table 4, the accuracy of the models cannot be guaranteed
because that will be equivalent to using the ML models for
extrapolation. In such cases, additional data should be generated
with a computer code and this is planned to be considered as part
of future works.
Table 5
Original and synthetic dataset statistical summary (PWR dataset).

Dataset Features Mean Std. Dev. Minimum Maximum

original Heat (W) 510.82 242.19 209.79 1550.00
Burnup (GWd/tU) 34.38 6.77 19.70 50.96
Cooling (days) 6036.87 2434.28 859 9734
Enrichment (wt.% 235U) 3.09 0.45 2.10 4.01

synthetic Heat (W) 511.26 237.99 210.15 1541.02
Burnup (GWd/tU) 34.39 6.75 19.23 52.20
Cooling (days) 6032.79 2422.84 829.16 9988.71
Enrichment (wt.% 235U) 3.09 0.45 2.10 4.01
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3.4. Machine learning methods

To conclude on the use of ML algorithms which can model
complex and non-linear input-output relationships, we examined
the individual relationships between a fuel assembly decay heat
and its burnup, enrichment, cooling time and uranium mass. The
results are presented in Fig. 3. These results are calculated with the
reactor analysis code STREAM [45]. The decay heat versus burnup,
decay heat versus cooling time, and decay heat versus enrichment
results are calculated for a typical 17 � 17 PWR fuel assembly. The
decay heat versus uranium mass results are obtained for different
PWR fuel assembly designs: 14 � 14, 15 � 15, 16 � 16, 17 � 17, and
18� 18, with varying uraniummass content. For each input-output
relationship, e.g., decay heat versus burnup, the other input fea-
tures (cooling time, enrichment, and uranium mass) are constant.
Fig. 3 shows that the decay heat versus burnup and decay heat
versus enrichment relationship is quadratic or parabolic function. It
further shows that the decay heat versus cooling time relationship
is an exponentially decreasing function. This relationship is well-
known. In addition, from Fig. 3, the decay heat versus uranium
mass have a linear relationship. The main takeaway from Fig. 3 is
that we need non-linear models to obtain the best solution to
predict LWR SNF assembly decay heat.
3.4.1. Gaussian Process
Gaussian process regression (GPR) modeling is a ML technique

that is based on statistics, probability, and interpolates between
functions rather than points. GP is a stochastic model which con-
siders the output of a model as a Gaussian process (GP). The GP of a
model output Y is given according to the equation:



Fig. 3. Relationship between fuel assembly decay heat and burnup, cooling time, enrichment, and uraniummass. The decay heat relationship with these assembly features is a non-
linear function which requires a complex model to capture.
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YðxÞ¼
Xq
n¼0

anjnðxÞ þ s2Zðx;wÞ (1)

where x are the model input variables. The first term on the right
hand side of Eq. (1) is known as the trend (or mean value) which
consist of coefficients term (an) and arbitrary functions (jn) of or-
der q. Different options exist for the choice of the trend such as a

constant value a0, linear a0 þ
Pq
n¼1

anjn, quadratic a0þ
Pq
n¼1

anjnþ

Pq
n¼1

Pq
m¼1

anmjnm or polynomial functions. The second term is made

up of the variance of the GP s2 and a stationary GP Zðx;wÞwith zero
mean and unit variance. The probability space associated with GP is
denoted by w and is defined based on a family of correlation
functions R ¼ Rðx; x0; qÞ having hyperparameters q. The correlation
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function is also referred to as the kernel or covariance of the GP, and
different families of the GP correlation functions are available to be
selected from, including the following:
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The hyperparameters q of the correlation function are also
known as characteristic length scale or scale parameter. They are
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obtained by finding the solution of an optimization problem using
the dataset provided for training the GPR. Along with the other GP
parameters an and s2, the hyperparameters are determined by
maximum-likelihood estimation of the actual response or mini-
mizing the cross-validation error. The GP assumes that the vector of
output predicted by the GPR and the actual output from a given
dataset, have a joint Gaussian distribution which considers the
correlations between the inputs. The statistics of the GP, i.e., the
mean and variance are then determined conditional upon the
actual inputs and outputs [46]. These statistics are required tomake
new predictions at arbitrary points. One of the advantages of the GP
is that the uncertainty and the confidence interval of its point es-
timates can be obtained.
3.4.2. Support vector machines
For a given dataset with input and output features, SVM for

regression tasks seeks to find a mathematical relationship of the
form:

YðxÞ¼wTfðxÞ þ b (7)

where w is a vector containing weight coefficients, f is a mapping
function and b is an offset parameter. w and b are determined by
minimizing a loss function. For non-linear problems, the input data
is projected into a high dimensional feature space by an inner
product fT ðxiÞfðxjÞ or using a kernel function kðxi; xjÞ. This projec-
tion transforms the problem into a linear form in the high
dimensional feature space:

YðxÞ¼
Xn
i¼1

	
ai �a*i



fTðxiÞfðxÞ þ b (8)

YðxÞ¼
Xn
i¼1

	
ai �a*i



kðxi; xÞ þ b (9)

where ai and a*i are coefficients (also known as support vectors) to
be determined and when obtained, Eq. (9) can be used to make
predictions at arbitrary points. The coefficients are evaluated by
maximizing the Lagrangian function:
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with the constraints:

Xn
i¼1

	
ai �a*i


¼ 0 and 0�ai;a
*
i �C; i¼f1;…;ng (11)

where ε is the loss function, C is a regularization parameter and xi, yi
is an input/output set. This is an optimization problem and can be
solved by quadratic programming. This solution also produces the
value of the b term in Eq. (7). Various kernel functions are employed
for SVM such as:

Linear; kðx; x0Þ ¼ xTx0 (12)
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Polynomial; kðx; x0Þ ¼
�
xTx0 þ d

�p
(13)

Sigmoid; kðx; x0Þ ¼ tanh
�
xTx0

a
þ b
�

(14)

where p is the polynomial degree, d, a and b are kernel parameters.
In addition, the correlation functions listed in Section 3.4.1 for GPR
(i.e., Eqs. (2) e (6)) can be used as kernel functions for SVM and
these would have hyperparameter q. The hyperparameters of the
SVM are C, ε and q, and their optimum values are determined by
minimizing the error between the SVM predictions and actual
response of the given dataset [47].
3.4.3. Neural network
Neural networks (NN) are arrangements made up of connected

neurons as in the human brain. NN are trained by adjusting this
connections (which are referred to as weights). In learning the
relationships present in a data, NN adjusts itself to map a given
input to its corresponding output. In doing this, the NN compares
its own output to the output present in the dataset. The difference
between these outputs then determines if the weights used needs
to be adjusted. Until these two outputs agree, the adjustment of the
NN continues. All inputs to the NN are assigned to one neuron and
many neurons can be employed in one layer of a NN. The inputs are
weighted individually, summed up and a bias is added. A bias term
is added to each neuron in a layer of the NN to introduce non-
linearity into the process through an activation or a transfer func-
tion. The sum of the bias and weighted inputs is the input to the
transfer function. Different types of activation functions exist
including sigmoid, linear, and radial basis function. The adjustment
of the NN involves adjusting the weights and biases of the network.
A single layer of the NN is made up of neurons and transfer func-
tions and many layers can be connected in one NN. These are also
known as hidden layers, to differentiate them from the input and
output layers which contains the NN inputs and outputs, respec-
tively. In a multilayer NN, the outputs of one hidden layer serve as
inputs to the next layer. The difference between the NN output and
actual output in the dataset is also used to determine the NN
optimal performance. This performance is quantified in terms of an
error or loss function such as themean square error. The gradient or
Jacobian of the error function with respect to the weights are
calculated, after which the weights and biases are adjusted. This
process of performing calculations backwards through the NN is
known as backpropagation, in contrast to forward propagation
which is the process of performing computations forward from the
input layer, through the hidden layer(s) to the output layer [48]. The
schematic of the NN used in this work is shown in Fig. 4 below
whereW represent theweight vector, b is the bias vector, f ð $Þ is the
activation function, a is the output vector from each hidden layer, X
is the input vector and Y is the output. The hyperbolic tangent
sigmoid and linear activation functions which can be used in the
hidden and output layers, respectively, are defined in Eqs. (15) and
(16), where h ¼ WX þ b; and X represents the vectors [X1 X2 X3 X4],
a1, a2, a3, subsequently, as we progress from the input layer,
through the hidden layers, to the output layer. In Eq. (16), a ¼ a3,
i.e., the output from the third hidden layer. The weights and bias of
the final original PWR and BWR NNmodel are provided in the data
file supplemental to this paper.

f ðhÞ¼ 2
1þ e�2h

� 1 (15)



Fig. 4. Schematic representation of three layer feedforward neural network used in this work.
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Y ¼ f ðWaþ bÞ¼Waþ b (16)
Table 6
PWR Model performance (original dataset) (W).

Model Training Testing

RMSE MAE RMSE MAE Maximum absolute error

GPR <0.01 <0.01 2.56 2.27 3.82
SVM 0.02 0.02 1.85 1.39 3.84
NN 2.43 1.52 1.26 1.10 2.32
3.5. Model evaluation

The performances of the ML models are obtained by comparing
the decay heat predictions of the trained models and the measured
decay heat. The performances of the developed models are evalu-
ated in terms of their MAE and root mean square error (RMSE)
calculated respectively as:

MAE¼ 1
N

XN
j¼1

ymodel � yref
 (17)

RMSE¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
j¼1

�
ymodel � yref

�2
N

vuut
(18)

where ymodel is the ML model predicted decay heat, yref is the
measured decay heat andN is the number of samples in the training
or testing set. The RMSE andMAE are given in the same units as the
decay heat which is Watts (W). The RMSE is the square root of the
average squared error between the predicted decay heat and the
measured decay heat. The MAE is the average absolute error be-
tween the model outputs and the measured decay heat. The closer
the RMSE and MAE to zero, the better the performance of the
developed model. For the GPR and SVM models, the implementa-
tions in the MATLAB UQLab tool [49] are used. For the GPR training
on the original PWR and BWR datasets, we used the constant trend
and exponential correlation function. The GPR trend contains the
basis function. For a constant trend, the basis function has order
q ¼ 0 in Eq. (1) and j0ðxÞ ¼ 1. The exponential kernel in Eq. (3) is
used in training the SVM on the original PWR and BWR datasets.
For the SVM, the mapping function in Eq. (7) is usually replaced by
the kernel function which is the inner product of the mapping
function. In training the GPR on the synthetic PWR dataset, we used
the quadratic trend and exponential correlation function. The
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leave-one-out cross-validation (LOOCV) technique is employed
during the GPR and SVM training. LOOCV is the special case of k-
fold cross-validation (CV) for which k ¼ size of training set. A
testing set (10% of the original dataset) not used in training is used
to assess the performance of the trainedmodels. Before training the
GPR and SVMmodels, the dataset is standardized by scaling to give
each feature zero mean and unit variance. In this work, the NN is
implemented in MATLAB using the feedforward network with
backpropagation. For the NN training, the dataset is scaled into [-1
1] using the mapminmax function. For the original and synthetic
PWR datasets, we used three hidden layers with 10 neurons per
hidden layer plus one output layer (see Fig. 4). Four hidden layers
with 10 neurons per hidden layer are used for the BWR original and
synthetic datasets. The physics of a BWR core and fuel assembly is
different and more complex than that of a PWR core and fuel as-
sembly. Hyperbolic tangent sigmoid activation functions are used
in the hidden layers and linear activation function is used in the
output layer (see Eqs. (15) and (16)), respectively). The NNs based
on the original datasets are trained using the Bayesian regulariza-
tion algorithm using 1000 training epochs. For the synthetic data,
the NNs are trained with the Levenberg-Marquardt algorithm,
coupled with early stopping. This means that the error during
training is monitored and when this error begins to increase, the
training stops. Then the weights and biases when the error is
smallest are returned. In this case the number of training epochs is
determined by this early stopping. The original and synthetic
dataset NN models use training functions (i.e., Bayesian regulari-
zation and Levenberg-Marquardt algorithms) which do not use
learning rate. To reduce computation time of the NN because we
trained the NN 1000 times, the computations are run using the
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Parallel Computing Toolbox during training and testing. In training
all the models, all other hyperparameters are left at their default
values after performing series of finetuning.
Fig. 6. GPR predictions and uncertainties at 95% confidence interval (original PWR
dataset).

Table 7
BWR Model performance (original dataset) (W).

Model Training Testing

RMSE MAE RMSE MAE Maximum absolute error

GP 0.04 <0.01 5.36 4.28 13.53
SVM 6.59 4.22 9.92 7.07 24.54
NN 13.46 9.30 6.60 5.56 15.77
4. Results and discussions

4.1. Model performance

In this section, we discuss the performance of the developed
models based on the PWR and BWRoriginal and synthetic data sets.
The model's training and testing performances on the original PWR
dataset are shown in Table 6. On the training set, the GPR and SVM
show high prediction and generalization capacity with RMSE and
MAE less than 0.1 W. However, the NN has an RMSE and MAE of
2.43Wand 1.52W, respectively, which is also a good prediction and
generalization capability. The GPR and SVM models achieved high
prediction accuracy and showed better performance in training,
compared to the NN. This is likely because they are relatively
simpler models and have relatively fewer hyperparameters to be
tuned. In addition, they are well suited for problem with small
samples, compared to NN that can handle large datasets. For the
testing set, the GPR and SVM have MAE values of 2.3 W and 1.4 W,
respectively. The NN has an MAE of 1.1 W. The NN performs better
than the GPR and SVM on the testing set, generalizing better in out-
of-sample cases. These results are very encouraging, considering
the size of the dataset, as we were able to learn the input and
output relationship in the data. Moreover, there is not much dif-
ference in the training and testing RMSE and MAE of the NN. This is
the reasonwhy the NN performed better on the testing set than the
GPR and SVM models. Another reason is because the NN is better
able to learn complex and non-linear relationships between inputs
and outputs of a dataset. The predicted decay heat is compared
against the measured values in Fig. 5 which includes a linear fit to
show that the model predictions match the measured values. The
95% confidence interval (CI) calculated from the standard deviation
predicted by the GPR model is added to the GPR predictions of the
testing set in Fig. 6. All the 95% confidence interval shown in this
paper are the ±2 standard deviations from the mean. The 95% CI for
the training set are not shown because they are too small (on the
order of 10�3) to be displayed on the plots.

The performances of models developed with the original BWR
dataset are shown in Table 7 and the predicted decay heat is
compared against the measured values in Fig. 7. The GPR have high
Fig. 5. Comparison of measured and predic
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predictive capability on the training set. The NN has the largest
training error with MAE of ~9 W and the SVM shows the largest
error on the test set at 7 WMAE. The GPR has the best performance
among the three models on the training and testing set.

Concerning the synthetic dataset, the results are shown in
Tables 8 and 9 for the synthesized PWR and BWR dataset, respec-
tively. Due to longer training times of the GPR and the calculations
could not be parallelized, only the NN model employ larger sizes of
ted decay heat (original PWR dataset).



Fig. 7. Comparison of measured and predicted decay heat (original BWR dataset).

Table 8
PWR Model performance (synthetic dataset) (W).

Model Training Testing

RMSE MAE RMSE MAE Maximum absolute error

GPR (820 samples) <0.01 <0.01 1.70 1.47 2.77
SVM (287 samples) 0.01 0.01 2.39 1.92 4.54
NN (41,000 samples) 1.33 0.89 1.10 1.05 1.62

Table 9
BWR Model performance (synthetic dataset) (W).

Model Training Testing

RMSE MAE RMSE MAE Maximum absolute error

NN (44,700 samples) 1.50 0.88 6.79 5.05 12.94
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the synthetic data. The synthetic data size for each model is shown
in Tables 8 and 9. For the PWR dataset and models (GP and NN)
developed with synthetic data, the SVM was used as the fitted
model to generate synthetic data (see Section 3.2). Comparing
Tables 6 and 8, the RMSE/MAE of the GPR and NN models on the
synthetic dataset are similar to those of the original dataset,
considering the testing set. This outcome is similar to the finding in
the reference [54] where the authors realized similar level of ac-
curacy between the original small dataset and the synthetic large
dataset models. Although the GPR shows some improvement in
terms of a decrease in the error. Please recall that both the original
and synthetic models use the same test set (10% of the original
dataset) to assess model performance. For the BWR models with
original and synthesized data, the NN has similar performance as
can be seen comparing Tables 7 and 9. For the BWR NNmodel with
synthetic data in Table 9, the GPR model was used to generate the
synthetic data to train the NN. The maximum absolute error on the
PWR and BWR test sets decreases from the original to the synthetic
dataset models. This means that the use of synthetic data improves
the performances of the models.

The fact that the synthetic data model have better performance
on the testing set could be difficult to explain, especially since the
synthetic dataset and its ML models are approximations of the
original dataset. This could be due to statistical fluctuations. The
limitation of this study concerns the size of the dataset. The size of
testing set is also small, 9 samples. The primary contribution of this
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study is the methodology and a demonstration of its feasibility and
applicability. The SVM model trained with synthetic data was
applied to the test set to verify its accuracy. This result is included in
Table 8. Compared to the original dataset SVMmodel in Table 6, the
synthetic SVM model in Table 8 shows slightly higher error on the
test set. This finding is similar to the outcome reported in [52]
where the real dataset model outperforms the synthetic dataset
model. However, with the performances shown in Table 8, the ac-
curacy of the SVM model used to generate the synthetic data is
guaranteed. Furthermore, this guarantees the accuracy of the
output from the models built with the synthetic data. Not only did
we confirm the similarity between the statistical characteristic of
the synthetic data and original data (see Sec. 3.2), the accuracy of
the SVM model used to generate the synthetic data is also verified.
Further verification of the SVM model based on synthetic data is
pursued by comparing its performance to another SVMmodel built
with synthetic data obtained by bootstrap method. For the boot-
strap synthetic data, 1000 set of samples (each set having the same
size as the training set) are drawn from the original training set, by
sampling with substitution. The bootstrap replications are then
used to train an SVM model, which is used to predict the output of
the training and testing set. The outputs are then averaged and
compared to original dataset output. The result is shown in
Table 10, where it can be seen that the synthetic data model from
the SVM outperforms those of the bootstrap. Table 11 presents the
computation time required to train the original and synthetic
dataset models once. The computation time to generate synthetic
data is on the order of seconds. The accuracy and computing time
are both important in engineering applications. In some applica-
tions, accuracy is more important than the computing time and vice
versa in other applications. Our recently published works on in-
verse uncertainty analysis by Bayesian method [50] and forward
uncertainty analysis [32] demonstrate some applications of ML
models which cannot be dealt with by time consuming computer
code systems.
4.2. Uncertainty quantification

The discussion of uncertainties in the models developed and
their point estimates is presented in this section. The uncertainties
are presented only for original PWR dataset as a demonstration of
the proof of concept. In RP, assembly design information are pro-
prietary. When such details are needed during M&S, typical values



Table 10
PWR SVM Model performance (synthetic dataset) (W).

Model Training Testing

RMSE MAE RMSE MAE Maximum absolute error

Synthetic data from bootstrap 29.01 11.34 7.73 4.33 21.94
Synthetic data from SVM 0.01 0.01 2.39 1.92 4.54

Table 11
Computation time in training (seconds).

Model PWR BWR

Original Synthetic Original Synthetic

GPR 0.90 60.80 1.03 e

SVM 3.83 27.46 13.44 e

NN 18.04 15.74 33.31 51.38

Table 12
PWR fuel assembly input parameters and their uncertainties at one sigma.

Parameter Uncertainty (%) Distribution Ref.

Burnup (GWd/tU) 1.6 Normal [38]
Decay time (days) 1.5
Enrichment (wt.% 235U) 0.05 [39]
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might be used which may not be the actual value for some problem
specifications. Moreover, when operation data such as irradiation
history of an assembly are declared by the reactor operators, they
are not without uncertainties due to how the information is ob-
tained either by code calculations or measurements. In other
words, uncertainties can be introduced due to perturbations of the
input features considered. The solution is to give an error estimate
of the output to increase confidence in the results. In addition,
uncertainties will exist in the point estimates from ML models due
to the training data selection and size of the training set. This
section quantifies the uncertainty in the MLmodels and their decay
heat estimates, due to these two sources. The uncertainty analysis
(UA) is performed on the original PWR datasets.

In the first UA, the uncertainties in the selected input features
(see Table 4) are considered. Due to uncertainties, there are studies
in safeguard and non-proliferation applications [51] which aim to
verify some nuclear fuel assembly model parameters even when
such information are declared by the reactor operators. The input
data and associated uncertainties are assumed to follow a normal
distribution. The uncertainties at one sigma value in the input data
are obtained from literature and presented in Table 12 for the PWR
assemblies. Due to lack of uraniummass uncertainty information in
literature, the uranium mass was considered unperturbed, and its
nominal value was left unchanged in each sample. The input pa-
rameters are assumed to be independent so that correlations be-
tween them are neglected. The first UA is the conventional Monte
Carlo method and it is summarized in the following steps: (i) assign
uncertainties to all the input features as shown in Table 12 (ii) for
each of the 91 PWR dataset records, generate 105 samples of per-
turbed input data following a normal distribution by Latin Hyper-
cube Sampling (LHS) (iii) evaluate the decay heat using the
perturbed data as inputs in the trained ML models (GPR, SVM and
NN) (iv) perform the needed statistics on the decay heat evalua-
tions. These steps are repeated for all the fuel assembly measure-
ment data in the PWR dataset. The nominal input values are in the
dataset and the input uncertainties are listed in Table 12. All the
original PWR dataset records are used to train the models in per-
forming the first UA i.e., UA due to perturbed inputs features. The
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models developed in this work serve as cheap surrogates for fast
evaluation of the decay heat, despite the large number of evalua-
tions required in the UA. The generation of 105 samples of each
perturbed input record and calculation of the decay heat by the
model takes about 2 min for the entire dataset. This is another
application of ML models which cannot be dealt with by time
consuming computer code systems. For the PWR dataset, a total of
9.1 � 106 perturbed inputs are generated in this first UA for which
the perturbed decay heat output should be calculated. For a com-
puter code this will be computationally prohibitive. However, with
the ML models developed in this work, the large number of per-
turbed outputs can be calculated in very few minutes. This dem-
onstrates the effectiveness of theMLmodels suggested in this work
in applications where time consuming computer code systems
cannot be applied. The GPR and SVM models accurately map the
input features to the decay heat response because their training
errors are very small. The results of the UA due to uncertainties in
the input data are shown in Figs. 8 and 9. The uncertainties re-
ported in Fig. 8 corresponds to the relative standard deviation (i.e.,
ratio of decay heat standard deviation to the mean) and these are
presented against varying fuel assembly burnup, decay time and
enrichment, to identify physics based trend. Because of the pres-
ence of highmulticollinearity in the input space (see Section 3), it is
difficult to identify any trend in Fig. 8. Fig. 9 shows the decay heat
PDFs of 105 runs of two different records from the dataset. The
absolute uncertainties are also shown in Fig. 9. First we observe, as
expected, in Fig. 9 that the uncertainties due to perturbed input
features are similar in the three models. Second observation is that
the decay heat uncertainties due to perturbed input features are
not large considering that the CI bands are small. Despite the small
uncertainties in Fig. 9, it is important that such error estimates can
be quantified to increase confidence in ML predictions. An impor-
tant aspect of the models developed in this work is that the pre-
dictions can have intervals where the true value lies at a specific
confidence level.

The second UA is due to the selection of training data and the
size of the input data used in training. This UA is carried out by
bootstrap method. The steps involved in the second UA can be
stated as follows: (i) split the PWR dataset into 90% training and
10% testing set (ii) draw 100 sets of bootstrap samples from the
training set, by resampling with substitution to create bootstrap
replications, each replication having the same size as the training
set (iii) use each bootstrap sample to train the models (iv) use the
trainedmodels to predict the decay heat of the original training and
test sets of step i. For each ML algorithm, the different bootstrap
training samples will produce a set of 100 different models which
are then used to generate 100 sets of responses i.e., a distribution of
training and testing outputs. These are then used to calculate the
standard deviation of the ML model point predictions. The mean
and ±2 standard deviations from the mean of the GPR, SVM and NN
point estimates are shown in Fig.10e 12. Generally, for the GPR and
SVM in Figs. 10 and 11, respectively, the CI on the training set is
small. These models show very good performance on the training
set (see Table 6). Another reason is the bootstrap samples are drawn
from the training set. However, the CI shows high values at some
training points because the 100 different models developed from



Fig. 8. Decay heat relative uncertainty due to perturbed input features (original PWR dataset).

Fig. 9. Decay heat PDFs from 105 runs of two different records in the dataset (top). Decay heat absolute uncertainty due to perturbed input features (bottom) (original PWR dataset).
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random bootstrap samples have large variance at those training
points. This is due to statistical fluctuations associated with the
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random sampling, causing it to require large number of samples to
attain convergence. For the test set, the GPR and SVM CI are larger



Fig. 10. SVM predictions and uncertainties due to training data selection and size (original PWR dataset).

Fig. 11. GPR predictions and uncertainties due to training data selection and size (original PWR dataset).

Fig. 12. NN predictions and uncertainties due to training data selection and size (original PWR dataset).
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Table 13
Maximum standard deviation of NN predictions (W).

Dataset size Training set Test set

91 (original) 349.05 120.55
910 (synthetic) 56.96 86.75
9100 (synthetic) 12.17 10.01
18,200 (synthetic) 10.36 4.92
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than those of the training set because these models show large
variance on the test set. Fig. 12 shows the NN CI on the training and
testing set. A large CI on the test set is observed. The NN may
perform poorly on small dataset, and most importantly, is more
prone to statistical fluctuations which occur during the random
division of data into training and testing sets, random selection of
the weights and biases, optimization of hyperparameters during
NN training, and the random shuffling of the training set before
each epoch. Thus, the effect of these fluctuations and the error due
to limited size of the training set will be relatively larger in the NN
than for models that are well suited for small datasets and less
susceptible to statistical fluctuations such as GPR and SVM.

The error due to the limited size of the dataset can be decreased
by acquiring a larger dataset which is possible with synthetic data.
This would also eliminate or reduce the effect of the statistical
fluctuations. This is summarized in Table 13 showing the maximum
standard deviation of NN predictions on the original and synthetic
PWR dataset. Besides, as shown in Fig. 13, the CI on the original
training and test set when the NN model is built with larger syn-
thetic dataset is reduced, compared to Fig. 12. Table 13 and Fig. 13
are the results obtained from applying the method of bootstrap
to the synthetic dataset. The performance of the large synthetic
data can be further explained for example, in the NN model as
follows: the NN employs a function approximation with many
unknowns. With small dataset, the approximating function shows
fluctuations due to the paucity of input/output data. These fluctu-
ations are reduced or eliminated when the dataset is large because
the approximating function becomes smooth.

That the point estimates of the ML models can be provided with
associated uncertainties is important in establishing accuracy and
reliability. Furthermore, the quantification of the uncertainties
present in the point estimates will be important if the models are
used for extrapolation i.e., the input features are outside the range
shown in Table 4. Quantifying uncertainties from all known sources
Fig. 13. NN predictions and uncertainties (synthetic PW
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and then combining such information with measurement data (if
available), measurement uncertainties (if known), the model pre-
dictions and bias, is a necessary step in obtaining best estimate plus
uncertainty values. Despite the large uncertainties on the small
dataset predictions, the differences between the predicted and
measured decay heat are not statistically significant. These differ-
ences are within the statistical and measurement uncertainties. In
addition, the model bias is not included in the CI calculations
because the square of the bias is much less than the variance of the
predictions.

5. Conclusions and perspectives

A supervised learning approach which enables the prediction of
LWR SNF assembly decay heat when given their discharge burnup,
decay time after discharge, fuel enrichment and initial heavy metal
mass is developed. By training on 256 decay heat data covering
LWR assemblies from calorimetric measurements, the ML models
make informed estimations of integral decay heat. The models
developed can serve as surrogates for measurement. Due to the
small size of the measurement dataset, we propose (i) multiple
training of the models to find the optimal training set with good
generalization capability on the test set (ii) to generate synthetic
data, a method we adopt from other area of statistical learning and
apply to a nuclear RP problem. The synthetic data has two main
observable advantages: improvement of model performance and
reduction of uncertainties caused by training data selection and
limited size. The present work also quantifies the prediction errors
due to the training data selection/size and uncertainties present in
the input features. This demonstrate that with ML models, we can
have the intervals where the true value of our predictions lies at a
given confidence level.

As part of future works, it is planned to expand the range of
inputs considered in this study to higher enrichments, burnups,
and cooling times, by generating more training data with a com-
puter code. Having said that, the results presented in this work
demonstrate ML as a reliable tool to predict the integral decay heat
of discharged LWR SNF assemblies. Furthermore, one of the
methodologies introduced in this research (i.e., application of
synthetic data) has great potential for RP M&S and other research
areas employing computationally expensive codes. Data-driven
learning methods are currently not used extensively for most RP
M&S applications such as UQ, SA and design optimization due to
R dataset model applied to the original dataset).
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the huge computational cost of generating data for learning. The
computationally expensive tools can be employed to generate small
dataset of solutions for training ML models or to be used as snap-
shots for developing reduced order or surrogate models. One only
needs to ensure that the range of input parameters of interest are
covered in the small dataset generated. Afterwards, large size
synthetic data can be generated to have similar statistical proper-
ties from the small dataset. This will not only save computation
time; it will also remove the bottleneck caused by small datasets.
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