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Abstract

A wide range of applications have become data-intensive as they operate on the massive amounts of

data generated by social network services, multimedia devices, and Internet of Things sensors. These

data-intensive applications typically require enormous computational and memory resources to extract

useful information from the massive amounts of data they encounter. To accommodate the enormous

computing and memory demands of data-intensive applications, hardware resources in computing sys-

tems are becoming highly heterogeneous. Specifically, numerous hardware accelerators, such as tensor

processing units (TPUs) and neural processing units (NPUs), have been developed to address the ever-

increasing computing demands of deep-learning applications. In addition, new memory devices, such as

high-bandwidth memory (HBM) and non-volatile memory (NVM), have been developed to tackle the

growing demand for increased memory performance, capacity, and cost-efficiency.

Heterogeneous computing and memory have great potential to significantly improve the performance

and efficiency of data-intensive applications. However, taking full advantage of the capabilities of het-

erogeneous computing and memory poses significant challenges to system software in that it is the

responsibility of the underlying system software to manage the heterogeneous computing and mem-

ory resources effectively so as to maximize the metric of interest, such as the performance or energy

efficiency. This dissertation presents heterogeneity-aware resource management techniques that signif-

icantly improve the performance and efficiency of data-intensive applications by effectively exploiting

heterogeneous computing and memory resources.

First, we investigate system software techniques that effectively schedule computations on hetero-

geneous computing devices for efficient deep-learning inference. To this end, we propose MOSAIC,

a software-based system for heterogeneity-, communication-, and constraint-aware model slicing and

execution for accurate and efficient inference on heterogeneous embedded systems. MOSAIC employs

accurate models for estimating the execution and communication costs of the target inference work-

load. MOSAIC generates an efficient model slicing and execution plan for the target workload using an

algorithm based on dynamic programming.

Second, we propose HERTI, a reinforcement learning-augmented system for efficient real-time in-

ference on heterogeneous embedded systems. HERTI efficiently explores the state space and robustly

finds an efficient state that significantly improves the efficiency of the target inference workload while

satisfying the corresponding deadline constraint through reinforcement learning. In addition, HERTI

significantly accelerates the training process based on the accurate and lightweight cost estimators.

Third, we investigate a system software technique that effectively manages heterogeneous mem-

ory for high-performance deep-learning. We analyze the characteristics of representative deep-learning

workloads on a real heterogeneous memory system. Guided by the characterization results, we propose

HALO, hotness- and lifetime-aware data placement and migration for high-performance deep-learning

on heterogeneous memory systems. HALO extracts the hotness and lifetime information on the tensors



of the target deep-learning application based on its dataflow graph. HALO then dynamically places and

migrates the tensors on heterogeneous memory nodes based on their hotness and lifetime characteristics.

Finally, we investigate a system software technique for QoS-aware and efficient workload consolida-

tion on heterogeneous memory systems based on software-defined far memory. We conduct an in-depth

characterization of the impact of cores, memory, and compressed memory swap (CMS) on the QoS and

throughput of consolidated latency-critical (LC) and batch applications. Guided by the characteriza-

tion results, we propose COSMOS, a software-based runtime system for the coordinated management

of cores, memory, and CMS for QoS-aware and efficient workload consolidation for memory-intensive

applications. COSMOS dynamically collects runtime data from consolidated applications and the un-

derlying system and allocates the resources to the consolidated applications in a way that achieves high

throughput with strong QoS guarantees.
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I Introduction

An enormous volume of data is being generated through the widespread use of social network ser-

vices, multimedia devices, and Internet of Things sensors [101]. Various applications, including ma-

chine learning, graph analytics, and databases, are becoming increasingly data-intensive as they operate

on extensive datasets to enable innovative services. Data-intensive applications typically require large

computational and memory resources to derive valuable insights and knowledge from extensive datasets

and to make predictions and informed decisions. Given that data-intensive applications are widely used

across various computing domains ranging from embedded systems to high-performance computing, it

is crucial to optimize the performance and efficiency of these applications.

Hardware resources in computing systems are becoming highly heterogeneous due to the emergence

of new hardware accelerators and memory technologies. On the computing device side, numerous hard-

ware accelerators, such as Google’s tensor processing units (TPUs) [76, 77], Meta’s MTIA [53], Ama-

zon’s Inferentia [1], and various neural processing units (NPUs) [5, 13, 14, 20], have been developed to

address the ever-growing computing demands in deep-learning applications. Along with these hardware

accelerators, heterogeneous computing systems that employ multiple types of computing devices (e.g.,

CPU, GPU, and NPU) have emerged as promising solutions for efficient machine learning. For exam-

ple, the Huawei Kirin 9000 [14] comprises eight CPU cores of two different types (i.e., four Cortex-A77

and four Cortex-A55 cores), a 24-core GPU, and a 3-core NPU of two different types (i.e., two Ascend

Lite and one Ascend Tiny cores). In addition, the Apple A17 Pro [13] contains six CPU cores of two

different types (i.e., two performance and four efficiency cores), a 6-core GPU, and a 16-core NPU.

On the memory device side, new memory devices, such as high-bandwidth memory (HBM) [6]

and non-volatile memory (NVM) [9], have been developed to address the growing demand for improved

memory speeds and capacities. With these new memory devices, heterogeneous memory systems, which

consist of various memory nodes with a wide range of architectural characteristics, are rapidly emerging

as a promising solution to increase memory performance and capacity in a cost-effective manner. The

key concept behind heterogeneous memory systems is to offer useful properties, such as performance,

energy efficiency, durability, and cost efficiency, that cannot be obtained with a single memory type.

For instance, the recently-released Intel Xeon CPUs (i.e., Intel Xeon Max Series) [11], which comprise

HBM and DRAM nodes, can effectively provide high memory bandwidths (e.g., 1638.4 GB/s with

HBM) as well as large memory capacities (e.g., 4 TB with DRAM).

Heterogeneous computing and memory have great potential to significantly improve the performance

and efficiency of data-intensive applications. However, taking full advantage of the capabilities of het-

erogeneous computing and memory poses several challenges in terms of resource management. First,

it is necessary to schedule computations on heterogeneous computing devices according to the char-

acteristics of the workload and the computing devices. Second, it is necessary to place and migrate

data between various memory nodes according to the memory access patterns. Third, it is necessary to

allocate an appropriate amount of heterogeneous resources to each application when sharing resources

between multiple applications.
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In this dissertation, we investigate system software techniques that effectively manage heteroge-

neous computing and memory resources to address the aforementioned challenges. To address the first

challenge, we investigate model slicing and execution techniques [58, 61]. Model slicing and execu-

tion techniques divide the deep-learning model into multiple slices and schedule them on heterogeneous

computing devices to improve the performance and energy efficiency of deep-learning inference [61]

or to improve the energy efficiency while satisfying a deadline constraint [58]. To address the second

challenge, we investigate hotness- and lifetime-aware data placement and migration techniques to im-

prove the performance of deep-learning application on heterogeneous memory systems [60]. Finally, to

address the third challenge, we investigate a resource allocation technique for QoS-aware and efficient

workload consolidation on heterogeneous memory systems based on software-defined far memory [62].

1.1 Contributions

The focus of this dissertation is to improve the performance and efficiency of data-intensive applications

by fully utilizing heterogeneous computing and memory resources. To this end, we designed and imple-

mented system software techniques that effectively manage hardware resources in a heterogeneity-aware

manner and evaluated them.

Specifically, this dissertation makes the following contributions:

• Model Slicing and Execution for Efficient Inference on Heterogeneous Embedded Systems
We propose MOSAIC, a software-based system for heterogeneity-, communication-, and constraint-

aware model slicing and execution for accurate and efficient inference on heterogeneous embed-

ded systems [61]. MOSAIC utilizes accurate models to estimate the execution and communication

costs of the target inference workload. MOSAIC generates the efficient model slicing and exe-

cution plan for the target inference workload through dynamic programming. We quantify the

effectiveness of MOSAIC with widely-used inference workloads on a real heterogeneous embed-

ded system, which consists of big core cluster, little core cluster, GPU, and NPU. Our experimental

results demonstrate the effectiveness of MOSAIC as it significantly reduces inference latency and

energy, exhibits high estimation accuracy, and incurs small overheads.

• RL-Based System for Efficient Real-Time Inference on Heterogeneous Embedded Systems
We propose HERTI, a reinforcement learning (RL)-augmented system for efficient real-time in-

ference on heterogeneous embedded systems [58]. HERTI efficiently explores the state space and

robustly finds an efficient state that significantly improves the efficiency of the target real-time

inference workload while satisfying the corresponding deadline constraint through reinforcement

learning. Our quantitative evaluation conducted on a full heterogeneous embedded system demon-

strates the effectiveness of HERTI in that HERTI achieves high inference efficiency in multiple

metrics (i.e., energy and energy-delay product) with a strong deadline guarantee, delivers larger

gains as the inference deadline and the system heterogeneity increase, provides strong generality

for hyper-parameter tuning, and significantly reduces the training time through its estimation-

based approach across all the evaluated inference workloads and scenarios.
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• Memory Management for High-Performance DL on Heterogeneous Memory Systems
We propose HALO, hotness- and lifetime-aware data placement and migration for high-performance

deep-learning (DL) on heterogeneous memory systems [60]. We conduct an in-depth characteriza-

tion of widely-used deep-learning workloads on a real heterogeneous memory system and design

and implement HALO guided by the characterization results. HALO analyzes the hotness and

lifetime characteristics of tensors based on a dataflow graph of the target deep-learning applica-

tion. HALO dynamically places and migrates the tensors across the heterogeneous memory nodes

in a hotness- and lifetime-aware manner based on the proposed algorithm. Through quantitative

evaluation, we demonstrate the effectiveness of HALO in that it significantly outperforms vari-

ous memory management policies supported by the underlying system software and hardware,

achieves performance comparable to the ideal case with infinite HBM, incurs small performance

overheads, and delivers high performance across a wide range of application working-set sizes.

• Resource Allocation for QoS-Aware and Efficient Workload Consolidation on Heteroge-
neous Memory Systems Based on Software-Defined Far Memory
We propose COSMOS, a software-based system for coordinated management of cores, memory,

and compressed memory swap (CMS) for QoS-aware and efficient workload consolidation for

memory-intensive applications [62]. CMS is used as a software-defined far memory in this work.

We conduct an in-depth characterization of the impact of cores, memory, and CMS on the QoS

and throughput of the consolidated latency-critical (LC) and batch applications and design and

implement COSMOS guided by the characterization results. COSMOS dynamically collects the

runtime data from the consolidated applications and the underlying system and allocates cores,

memory, and CMS in a way that significantly improves the throughput of the consolidated appli-

cations while satisfying the LC application’s QoS. Our quantitative evaluation based on a real sys-

tem and widely-used memory-intensive benchmarks demonstrates that COSMOS provides strong

QoS guarantees and achieves high throughput across all the workload mixes with various loads

for the LC application and memory overcommit ratios.

1.2 Organization

The rest of this dissertation is organized as follows. Chapter II provides background information related

to the dissertation. Chapter III summarizes previous work. Chapter IV presents MOSAIC, a software-

based system for heterogeneity-, communication-, and constraint-aware model slicing and execution

for accurate and efficient inference on heterogeneous embedded systems. Chapter V describes HERTI,

an RL-augmented system for efficient real-time inference on heterogeneous embedded systems. Chap-

ter VI presents HALO, hotness- and lifetime-aware data placement and migration for high-performance

deep-learning on heterogeneous memory systems. Chapter VII describes COSMOS, a software-based

system for coordinated management of cores, memory, and CMS for QoS-aware and efficient workload

consolidation for memory-intensive applications. Finally, Chapter VIII concludes this dissertation.
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Figure 1: Hardware and software stacks for deep-learning inference on heterogeneous embedded sys-
tems.

II Background

2.1 Heterogeneous Embedded Systems and Inference

Heterogeneous embedded systems consist of various computing devices (e.g., big core cluster, little core

cluster, GPU, and NPU). Each heterogeneous computing device exhibits widely-different characteristics

in terms of performance, power efficiency, communication overheads, functionality, and memory capac-

ity [4, 5, 13, 15, 20].

Widely used deep-learning (DL) frameworks (e.g., TensorFlow Lite [23], PyTorch [122]) simplify

inference workload programming on heterogeneous embedded systems. With such frameworks, parts

of inference workloads are offloaded to computing devices through the invocations of API functions

provided by the frameworks, eliminating the need to implement device-specific code. Figure 1 illustrates

the hardware and software stacks for DL inference on heterogeneous embedded systems.

Inference workloads consist of layers. A layer is defined as a set of associated mathematical oper-

ations such as convolution and rectifier. Each layer takes a set of input tensors (i.e., multidimensional

arrays), performs computations specified by its mathematical operations, and generates a set of output

tensors.

In this dissertation, we define a model slice as a set of consecutive layers, to be executed on the

same computing device of the underlying heterogeneous embedded system. There exist communication

overheads between adjacent slices as they need to communicate through input and output tensors.

Due to memory or functionality constraints, it may be infeasible to execute a model slice on cer-

tain heterogeneous computing devices. For example, if a model slice includes mathematical operations

unsupported by a computing device or has a memory footprint larger than the memory capacity of a

computing device, the model slice cannot be executed on the device.

While the importance of efficient inference is ever increasing, it is highly challenging to maximize

the efficiency of inference workloads on heterogeneous embedded systems. As we will show in Sec-

tion 4.3, each layer exhibits greatly differing performance and power consumption characteristics on

4



each heterogeneous computing device and different model slicing plans incur different execution and

communication costs. In addition, each heterogeneous computing device imposes different constraints.

Therefore, the design complexity and the state space that an optimizing system needs to cover increase

drastically.

2.2 Heterogeneous Memory Systems

Heterogeneous memory systems comprise two or more types of memory nodes (e.g., non-volatile mem-

ory (NVM) and DRAM [9, 52] high-bandwidth memory (HBM) and DRAM [11, 144]) that exhibit a

broad range of different characteristics, including bandwidth, latency, persistence, and durability.

Heterogeneous memory systems can be largely classified into two categories. The heterogeneous

memory systems that belong to the first category organize heterogeneous memory nodes in a flat manner

in that the heterogeneous memory nodes are mapped to a single physical address space [28, 82, 136,

157,161,162,166]. The heterogeneous memory systems in the second category organize heterogeneous

memory nodes in a tiered manner in that faster and smaller memory nodes are used as hardware caches

for slower and larger memory nodes [46,56,165,167]. In Chapter VI, we investigate the system software

technique (i.e., HALO) that significantly improves the performance of the target deep-learning (DL)

application on heterogeneous memory systems with the flat memory organization by effectively utilizing

the application-level information (e.g., hotness, lifetime).

One of the most representative heterogeneous memory systems is the Intel Xeon CPU-based het-

erogeneous memory systems, such as the Intel Xeon CPU Max Series [11], the Intel Xeon CPU with

Optane Memory [9], and the Intel Xeon Phi KNL [143]. A prior work has characterized the performance

of the HBM and LBM nodes1 using a Xeon Phi KNL CPU-based system [129]. Because HBM employs

a high-performance multi-channel interface between the HBM nodes and the CPU, it achieves signifi-

cantly higher bandwidth (i.e., 480 GB/s vs. 80 GB/s) than LBM. In contrast, HBM nodes incur slightly

longer latency (i.e., 160-175 nanoseconds vs. 130-140 nanoseconds) than LBM nodes [129].

Further, the capacity of HBM is significantly smaller (i.e., 16 GB vs. 192 GB) compared to that of

LBM as the area budget of HBM is tightly limited to employ the high-bandwidth package-on-package

technology. Given that data-intensive applications typically require a large amount of physical memory,

their working-set size often significantly exceeds the capacity of HBM.

The Xeon Phi KNL architecture provides the Flat mode (i.e., flat memory organization) in which

the HBM and LBM nodes are mapped to a single physical address space. In addition, the Xeon Phi KNL

architecture provides the Cache mode (i.e., tiered memory organization). In the Cache mode, HBM is

fully managed by hardware as a last-level hardware cache and is transparent to the OS. Note that other

Xeon CPU-based heterogeneous memory systems, such as the Intel Xeon CPU Max Series [11] and

Intel Xeon CPU with Optane Memory [9], also provide the Flat mode and Cache mode.

Another representative type of heterogeneous memory system is a system that employs software-

defined far memory. Production cloud computing systems and datacenters (e.g., Google [93] and

1We denote multi-channel DRAM (MCDRAM) and DRAM as high-bandwidth memory (HBM) and low-bandwidth mem-
ory (LBM), respectively.
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Meta [160]) employ the compressed memory swap (CMS) as a software-defined far memory to ef-

fectively increase the memory capacity of the underlying server system in a cost-effective manner. CMS

compresses cold pages and stores them in the in-memory swap area to effectively create a second-tier

slow memory in software.

CMS is a promising technique for hosting memory-intensive applications without increasing the

physical memory of the underlying server system [93, 160]. With CMS, pages selected as victim pages

by the memory reclaim algorithm in the OS are compressed and evicted to CMS instead of the disk

swap. CMS mitigates the page swapping overhead by storing the victim pages in the in-memory swap

area instead of the disk. While CMS incurs overheads when compressing and decompressing pages, it

is still significantly faster than a disk swap as it eliminates expensive disk I/O operations. Widely used

OSes (e.g., zswap in Linux [25], memory compression in Windows [18], and compressed memory in

macOS [19]) support CMS.
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III Related Work

3.1 Model Slicing and Execution for Efficient Deep Learning Inference

Prior works have extensively investigated deep-learning model analysis and optimization techniques to

improve the inference latency and/or address the constraints of inference workloads [29, 35, 43, 68, 74,

78, 84, 114, 128, 132, 146, 158]. While insightful, none of the prior works considers the efficiency het-

erogeneity, communication overheads, and constraints of inference workloads and emerging computing

devices in an integrated manner.

The prior works proposed in [29, 35, 68, 74, 78, 114, 128, 146] lack the consideration of the effi-

ciency heterogeneity and memory and functionality constraints of inference workloads and emerging

computing devices (e.g., NPU), which are crucial factors to achieve the best possible efficiency on het-

erogeneous embedded systems. The works proposed in [43, 132, 158] lack the consideration of the

efficiency heterogeneity, communication overheads, and functionality constraints of computing devices

and deep-learning workloads. Our works (i.e., MOSAIC and HERTI) significantly differ in the sense

that we analyze the characteristics of inference workloads on a real heterogeneous embedded system that

includes a highly-optimized NPU, propose efficient algorithms to solve the model slicing and execution

problem in a heterogeneity-, communication-, and constraint-aware manner, and design, implement, and

evaluate the proposed systems using full hardware and software stacks.

The systems (e.g., AutoScale) proposed in [35, 84] consider the real-time property of inference

workloads and employ DVFS to enhance energy efficiency. However, they lack the consideration of the

heterogeneity- and constraint-aware model slicing and execution for real-time inference workloads and

emerging computing devices (e.g., NPU), which are crucial for achieving the best possible efficiency

on heterogeneous embedded systems. For instance, as we will show in Chapter V, the heterogeneity-

oblivious inference workload execution employed by the aforementioned systems significantly degrades

efficiency. Our work (i.e., HERTI) significantly differs as it proposes a reinforcement learning (RL)-

augmented system that robustly addresses the model slicing and execution planning problem for real-

time inference workloads in a heterogeneity- and constraint-aware manner and quantifies the effective-

ness of HERTI on a real heterogeneous embedded system with a highly-optimized NPU.

Prior works have proposed techniques to apply machine learning to optimize the efficiency of com-

puter systems in various contexts such as cloud resource management [39,49,83,85,112,113], memory

system design and management [51, 140], and compiler analysis and optimizations [106, 107]. Their

common theme is that machine learning can effectively be used to address problems whose optimal so-

lutions are unknown or exact solutions are computationally too expensive due to their high complexity.

In line with the prior works, our work (i.e., HERTI) demonstrates that RL can effectively be used to

solve the model slicing and execution planning problem for real-time inference workloads in order to

maximize their efficiency while meeting their deadlines.

Prior works have explored the design and implementation of hardware accelerators for deep learn-

ing [30,31,42,44,50,53,53,57,66,70,76,116,145,148,159]. As hardware accelerators for deep learning
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become more widely-used and diverse, we believe that systems like MOSAIC and HERTI will become

even more crucial to effectively utilize all the heterogeneous computing devices in the underlying system

with heterogeneity, communication, and constraint awareness for efficient inference.

Prior works have investigated the architectural and system software techniques to improve the ef-

ficiency of heterogeneous computing systems [63, 64, 91, 110, 115, 117, 118, 124, 125, 141, 155, 168].

Our works (i.e., MOSAIC and HERTI) differ as we investigate the characteristics of various inference

workloads on heterogeneous computing devices including an NPU and present systems that efficiently

execute inference workloads on heterogeneous embedded systems.

3.2 Data Placement and Migration for High-Performance Deep Learning

Prior works have extensively investigated system software techniques to improve the performance and

scalability of the parallel and distributed deep-learning (DL) systems [26,43,45,72,75,92,108,132,158,

171]. While impactful, most prior works propose optimization techniques on homogeneous memory

systems [26, 45, 72, 75, 108, 171]. Our work (i.e., HALO) significantly differs in that it investigates

the hotness- and lifetime-aware tensor placement and migration techniques on heterogeneous memory

systems, where data can be directly placed, accessed, and migrated across the heterogeneous memory

nodes in a fully parallel manner.

Some of the prior works (e.g., vDNN) are closely related to ours [43, 92, 132, 158]. Based on the

memory usage pattern of each layer in the target application, the techniques presented in [43,92,132,158]

dynamically transfer the data between the CPU and GPU memory [43,132,158] or the memory modules

attached to the device-side interconnection network (e.g., NVIDIA NVLink) and GPU memory [92] to

ensure that the GPU memory usage of the target application does not exceed the capacity of the GPU

memory during the entire execution time of the target application. While insightful, those works lack

the consideration of the hotness of tensors because the data in the CPU host memory [43, 132, 158]

or the memory modules within the device-side interconnect [92] cannot be directly accessed by the

computation units in the GPU. Our work significantly differs in the sense that HALO dynamically places

and migrates the tensors based on their hotness and lifetime characteristics to significantly improve the

performance of the target DL applications on heterogeneous memory systems on which the computation

units can directly and simultaneously access all the heterogeneous memory nodes.

Prior works have investigated the design and implementation of hardware accelerators for high-

performance and low-power DL [44, 53, 66, 145]. While effective, the prior works primarily focus

on the design and implementation of computation units that are customized for efficiently executing

the mathematical operations (e.g., convolution) that are frequently employed by DL applications and

lack the consideration of the performance issues on heterogeneous memory systems. We believe that

heterogeneity-aware memory management techniques such as HALO will become more crucial with the

widespread use of the hardware accelerators as the data transfer time is expected to account for a larger

portion of the total execution time of DL applications as the hardware accelerators effectively reduce the

time spent for computations.
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Prior works have extensively explored architectural [28, 46, 56, 82, 157, 165, 167] and system soft-

ware [103, 130, 136, 161, 162, 166] techniques for heterogeneous memory systems. Some of the prior

works [28,82,136,157,161,162,166] investigate the placement [28,82,161,166] and/or migration [103,

130, 136, 157, 162, 166] policies for heterogeneous memory systems that employ the flat memory or-

ganization. The other prior works [46, 56, 165, 167] explore the cache management (e.g., placement,

replacement, bypassing) policies [56, 165] and the techniques to reduce the traffic between memory

nodes [46, 167] for heterogeneous memory systems with the tiered memory organization.

While insightful, the prior works lack the consideration of application-level information, which is

readily available from the dataflow graph of the target DL application. In contrast, HALO robustly

extracts the application-level information (e.g., hotness, lifetime) from the target DL application and

effectively places and migrates tensors across the heterogeneous memory nodes based on the application-

level information.

3.3 Resource Management for QoS-Aware and Efficient Workload Consolidation

Prior works have extensively investigated resource management techniques for workload consolida-

tion [40,59,65,99,111,113,119,121,163,172]. Most of the prior works focus on partitioning resources

such as cores and memory bandwidth and lack the consideration of dynamically partitioning the memory

capacity between the consolidated applications [59, 65, 99, 111, 113, 119, 121, 163, 172]. Our work (i.e.,

COSMOS) differs in that it investigates system software support for coordinated management of cores,

memory, and compressed memory swap (CMS) for QoS-aware and efficient workload consolidation for

memory-intensive applications.

The technique proposed in [40] considers memory capacity partitioning between the consolidated

applications. While insightful, it lacks the consideration of dynamic allocation of the CMS, which

is crucial to improve the throughput of the consolidated applications with strong QoS guarantees for

the latency-critical application. Our work (i.e., COSMOS) is significantly different in the sense that it

presents the in-depth characterization of the impact of cores, memory, and CMS on the QoS and through-

put of the consolidated applications and design, implement, and evaluate a software-based runtime sys-

tem for QoS-aware and efficient workload consolidation for memory-intensive applications based on a

real system.

Prior works have explored memory offloading techniques based on the CMS [93, 160]. While the

prior works have a similarity to our work in that they show that the CMS can effectively be used to im-

prove the resource efficiency of cloud computing systems and datacenters, they lack the consideration of

dynamic management of the CMS in the context of workload consolidation. Our work (i.e., COSMOS)

significantly differs in the sense that it investigates coordinated resource management of cores, memory,

and CMS for QoS-aware and efficient workload consolidation.

Prior works have studied the feasibility of the CMS for embedded applications [69,81,95,147]. The

prior works show that the CMS can be used to reduce the response time and improve the interactivity of

applications on embedded systems with limited memory capacity. However, they lack the capability of
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holistically allocating the resources to the consolidated applications. Our work is considerably different

in that COSMOS dynamically allocates cores, memory, and CMS to the consolidated applications in a

coordinated manner for QoS-aware and efficient workload consolidation.
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IV Heterogeneity-, Communication-, and Constraint-Aware Model Slic-
ing and Execution for Accurate and Efficient Inference

4.1 Introduction

The need for accurate and efficient deep-learning inference on mobile systems continues to increase to

enable intelligent and interactive services such as augmented reality and personal mobility. For a wide

range of mobile applications such as security- and privacy-sensitive applications, it is crucial to execute

inference workloads within mobile systems without relying on cloud services, which may leak sensitive

information through various security attacks.

Heterogeneous embedded systems are rapidly emerging as a promising solution to enable accurate

and efficient inference on mobile systems [4, 5, 13, 15, 20]. Heterogeneous embedded systems consist

of various computing devices (e.g., big core cluster, little core cluster, GPU, and neural processing unit

(NPU)), which exhibit widely-different characteristics in terms of performance, energy consumption,

functionality (e.g., supported operations), memory capacity, and communication overheads.

Inference workloads also exhibit widely-different characteristics in terms of heterogeneity in perfor-

mance, energy efficiency, communication overheads, and constraints across computing devices on het-

erogeneous embedded systems. Despite extensive prior works, it still remains unexplored to investigate

the system-software support that efficiently executes inference workloads on heterogeneous embedded

systems by judiciously considering their characteristics.

To bridge this gap, this chapter2 proposes MOSAIC, heterogeneity-, communication-, and constraint-

aware model slicing and execution for accurate and efficient inference on heterogeneous embedded sys-

tems. MOSAIC builds on the accurate models for estimating the execution and communication costs,

generates the efficient model slicing and execution plan with low time complexity, and executes the tar-

get inference workload to significantly improve its efficiency based on the user-specified metric such as

latency and energy.

Specifically, this work makes the following contributions:

• We propose MOSAIC, a software-based system for heterogeneity-, communication-, and constraint-

aware model slicing and execution for accurate and efficient inference on heterogeneous embed-

ded systems. MOSAIC employs the accurate models for estimating the execution and communi-

cation costs of the target inference workload. MOSAIC generates the efficient model slicing and

execution plan for the target workload using an algorithm based on dynamic programming.

• We design and implement the prototype of MOSAIC as a user-level runtime system using the Ten-

sorFlow Lite programming framework [23] for deep-learning inference on the Android OS. MO-

SAIC achieves high efficiency by executing the slices of the target inference workload across com-

puting devices on the underlying heterogeneous embedded system in a heterogeneity-, communication-

, and constraint-aware manner.
2The work presented in this chapter was also published in [61]
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• We quantify the effectiveness of MOSAIC with widely used inference workloads on a full het-

erogeneous embedded system that consists of a big core cluster, a little core cluster, a GPU, and

an NPU. Our experimental results demonstrate the effectiveness of MOSAIC as it significantly

improves the efficiency of inference (e.g., 29.2% lower inference latency than an NPU-preferred

version (i.e., TF-NPU-P) with the performance governor and large models and 36.6% lower energy

consumption than an NPU-preferred version (i.e., TF-NPU-O) with an on-demand governor and

large models), achieves high estimation accuracy, and incurs small overheads.

The rest of this chapter is organized as follows. Section 4.2 describes the experimental methodology.

Section 4.3 presents the need for heterogeneity-, communication-, and constraint-aware inference. Sec-

tion 4.4 discusses the design and implementation of MOSAIC. Section 4.5 quantifies the effectiveness

of MOSAIC. Section 4.6 concludes the chapter with a summary.

4.2 Experimental Methodology

To investigate the characteristics of deep-learning inference workloads and the effectiveness of MO-

SAIC, we use a heterogeneous embedded system, the HiKey 970 embedded development board [8].

The evaluated system is equipped with the Kirin 970 mobile processor [15] that comprises a CPU in-

cluding four Cortex-A73 (big) cores, four Cortex-A53 (little) cores, a Mali-G72 GPU, and an NPU.

The big core cluster, little core cluster, and GPU support DVFS. The available frequency ranges of the

big core cluster, little core cluster, and GPU are 682–2362MHz, 509–1844MHz, and 104–767MHz,

respectively. The NPU lacks DVFS support.

The NPU has a memory constraint in that it cannot execute a model slice whose size exceeds

100MB [8]. While the exact memory constraints of the big core cluster, the little core cluster and the

GPU for executing inference workloads on the evaluated system are undocumented, they are sufficiently

large for the evaluated inference workloads.

With regard to the system software stack, the evaluated heterogeneous embedded system is installed

with Android 8.1. In addition, all of the evaluated inference workloads and MOSAIC are implemented

using TensorFlow Lite 1.11.0 [23].

Table 1 shows the inference workloads (i.e., Inception V4 (IN) [152], MnasNet with model width

parameters (pW ) of 1.0 (MN-1.0) and 1.3 (MN-1.3) [153], MobileNet V2 with pW = 1.3 (MO-1.3) and

pW = 1.4 (MO-1.4) [138], ResNet V2 (RN) [67], and VGG (VGG) [142]) with large models. They

exhibit high accuracy (i.e., Top-1 accuracy with the ImageNet [135] dataset) and widely-different char-

acteristics such as the model size (i.e., the memory used by the model, which is reported by TensorFlow

Lite), the layer count, and the inference latency (on the evaluated GPU). The evaluated workload set

includes the state-of-the-art inference workloads (e.g., MobileNet V2 [138], MnasNet [153]), which are

highly optimized for mobile systems. MobileNet V2 and MnasNet provide a mechanism to exploit the

tradeoff between inference accuracy and latency through hyperparameters. Specifically, the model width

parameter (i.e., pW ) determines the number of channels, which generally results in higher accuracy and

longer latency when it is set to a larger value.
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Table 1: Evaluated deep-learning inference workloads

Workload Accuracy Model Size Layers Latency
Inception V4 (IN) [152] 80.1% 183.7MB 20 430.0ms
MnasNet with pW = 1.0 (MN-1.0) [153] 74.1% 321.9MB 20 66.8ms
MnasNet with pW = 1.3 (MN-1.3) [153] 75.2% 511.6MB 20 81.3ms
MobileNet V2 with pW = 1.3 (MO-1.3) [138] 74.4% 187.8MB 18 49.1ms
MobileNet V2 with pW = 1.4 (MO-1.4) [138] 75.0% 214.7MB 18 55.4ms
ResNet V2 (RN) [67] 77.8% 260.4MB 53 603.8ms
VGG (VGG) [142] 71.5% 407.4MB 16 218.7ms
MnasNet with pW = 0.5 (MN-0.5) [153] 68.0% 98.3MB 20 42.7ms
MobileNet V2 with pW = 1.0 (MO-1.0) [138] 71.8% 94.5MB 18 36.6ms
SqueezeNet (SN) [71] 49.0% 34.8MB 10 32.5ms

Power Monitor

Heterogeneous

Embedded System

Figure 2: Evaluated heterogeneous embedded system and power monitor

As shown in Table 1, we use MnasNet with pW = 0.5 (MN-0.5), MobileNet V2 with pW = 1.0 (MO-

1.0), and SqueezeNet (SN) [71] to investigate the impact of MOSAIC with smaller models. Due to the

use of smaller models, they tend to exhibit lower accuracy.

To measure the latency of the inference workloads, we use the high_resolution_clock function

in the C++ standard library. To measure the energy consumption of the inference workloads, we use an

external power monitor [7], which collects the voltage and current applied to the evaluated heterogeneous

embedded system at a data sampling rate of 5000 samples per second. Figure 2 shows the power monitor

connected to the evaluated heterogeneous embedded system.

4.3 Need for Heterogeneity-, Communication-, and Constraint-Aware Inference

We investigate the characteristics of widely-used deep-learning inference workloads in terms of the

model size, performance and energy heterogeneity, and communication overheads on the evaluated het-

erogeneous embedded system. For conciseness, we mainly report the data with MN-1.0 and MO-1.4,

which represent accurate and highly-optimized inference workloads on mobile systems.
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Figure 3: Performance heterogeneity of inference workloads

As shown in Table 1, accurate inference workloads including those (e.g., MN-1.3, MO-1.4) highly

optimized for mobile systems employ large models, that exceed the memory constraint of the NPU (i.e.,

100MB) on the evaluated heterogeneous embedded systems. Further, the evaluated inference workloads

exhibit widely-different model sizes, indicating that different numbers of slices are required to execute

them using the NPU.

Figure 3 shows the execution time of each layer of MN-1.0 and MO-1.4 when executed on the big

core cluster, the little core cluster, the GPU, and the NPU. We observe that the layers of MN-1.0 and

MO-1.4 exhibit widely different performance characteristics across the devices. For instance, the GPU

achieves significantly higher performance than the NPU when executing layers 12–17 of MO-1.4. In

contrast, the NPU significantly outperforms the GPU when executing layers 2–9 of MN-1.0.

Figure 4 shows the energy consumption of each layer of MN-1.0 and MO-1.4 when executed on

the big core cluster, the little core cluster, the GPU, and the NPU. Similarly to the performance hetero-

geneity, we also observe that the layers of MN-1.0 and MO-1.4 exhibit disparate energy consumption

characteristics across the devices. For example, the little core cluster consumes significantly lower en-

ergy than the NPU when executing layers 9–17 of MN-1.0. The little core cluster tends to achieve
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Figure 4: Energy heterogeneity of inference workloads

higher efficiency when executing less computational intense layers. In contrast, the NPU significantly

outperforms the little core cluster in terms of energy efficiency when executing layers 1–7 of MO-1.4.

Figure 5 shows the inference latency of MO-1.4 when decomposing MO-1.4 into three slices with

various slicing plans and with the preferred computing device of each slice is set to the NPU. We observe

that their inference latency is highly sensitive to the slicing plan. For instance, the performance differ-

ence between the best and worst slicing plans is 34.1%, which is significant. This data trend indicates

that communication overhead has a significant impact on the efficiency of the target inference workload.

Overall, our experimental results show that the evaluated inference workloads exhibit broadly dif-

ferent characteristics in terms of the model size, performance and energy heterogeneity, and communi-

cation overheads. Therefore, it is crucial to investigate the system-software support for heterogeneity-,

communication-, and constraint-aware model slicing and execution to achieve the best possible effi-

ciency of inference workloads on heterogeneous embedded systems.
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Figure 6: Overall architecture of MOSAIC

4.4 Design and Implementation

MOSAIC is a software-based system that determines the efficient model slicing and execution plan

for the target deep-learning inference workload based on the user-defined metrics such as latency and

energy consumption. Figure 45 shows the overall architecture of MOSAIC, which mainly consists of

the inference workload profiler, the execution and communication cost estimators, the model slicer and

scheduler, and the inference workload executor.

4.4.1 Inference Workload Profiler

The inference workload profiler of MOSAIC executes each of the layers in the target inference workload

and profiles the total costs (e.g., latency, energy consumption) for executing each layer on computing

devices in the underlying heterogeneous embedded system. If a computing device supports DVFS, the

total costs for executing the layer are collected at two frequencies (i.e., the maximum and minimum

frequencies available on the computing device).

If the layer cannot be executed on a certain computing device due to a constraint (e.g., memory

constraint), the total cost for executing the layer on the device is set to an infinite value. The inference
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Figure 7: Communication time with various tensor sizes

workload profiler also collects the sizes of the input and output tensors of the layer, which are used to

estimate the communication costs of the layer.

4.4.2 Execution and Communication Cost Estimators

The total cost of each layer measured by the inference workload profiler includes both the execution and

communication costs associated with the layer. Based on the total cost and the input and output tensor

sizes of each layer, the execution and communication cost estimators of MOSAIC estimate the execution

and communication costs of the layer on each computing device in the heterogeneous embedded system.

Communication Cost Estimator: To investigate the relationship between the communication cost

and the tensor size, we developed a micro-benchmark that consists of layers with various tensor sizes.

Figure 7 shows the communication time with various tensor sizes on the GPU (at its maximum fre-

quency) and the NPU. The communication time data with the CPU are omitted as our experimental

results show that they are insignificant due to no or small data copy and format transformation over-

heads. We observe the following data trends.

First, on both the GPU and NPU, the communication time is linearly proportional to the size of the

tensors associated with the layer. Second, the NPU incurs significantly larger communication overheads

than the GPU. While the implementation details of the evaluated NPU are undisclosed [15], we conjec-

ture that the amounts of data copy and/or format transformation overheads for the NPU are significantly

larger than those for the GPU.

Guided by the aforementioned observations, we design and implement the communication cost esti-

mator based on the linear regression technique. Specifically, the communication cost estimator employs

Equations 1 and 2 to estimate the communication costs associated with the input and output tensors of

the layer l, where Tin,l , Tout,l , αd, fd , and βd, fd correspondingly denote the total sizes of the input and out-

put tensors of the layer l and the regression coefficients of computing device d (i.e., the GPU or NPU)
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at frequency fd .

cin,l,d, fd = αd, fd ·Tin,l +βd, fd (1)

cout,l,d, fd = αd, fd ·Tout,l +βd, fd (2)

Execution Cost Estimator: The execution cost estimator estimates the cost incurred when executing

each layer without including the communication costs. Specifically, the execution cost estimator first

estimates the total execution cost of each layer on a computing device d running at fd based on the

profile data collected at the maximum and minimum frequencies of d. The execution cost estimator then

simply subtracts the communication costs of the layer estimated by the communication cost estimator

from the estimated total cost of the layer. The execution cost estimator consists of the performance and

power estimators.

Performance Estimator: The performance estimator of the execution cost estimator estimates the

latency that arises when executing layer l on computing device d, which runs at frequency fd . The

performance estimator builds on a linear model, as shown in Equation 3, where tl,d, fd , γl,d , and εl,d

denote the estimated latency and coefficients. The coefficients (i.e., γl,d , εl,d) are computed based on the

profile data collected by the inference workload profiler at the maximum and minimum frequencies of

d.

tl,d, fd =
γl,d
fd
+ εl,d (3)

Power Estimator: The power estimator of the execution cost estimator estimates the power con-

sumption for executing a layer l on a computing device d running at frequency fd . As shown in Equa-

tion 4, the power estimator decomposes the total power consumption into the dynamic (i.e., Pdynamic,l,d, fd )

and static (i.e., Pstatic,d, fd ) power consumption. Because static power consumption is the inherent prop-

erty of a computing device and independent of the characteristics of the target inference workload, we

only profile it once for each computing device (i.e., no need for per-workload profiling).

Pl,d, fd = Pdynamic,l,d, fd +Pstatic,d, fd (4)

Since dynamic power consumption is dependent on not only the characteristics of the computing

device (and its frequency) but also on the characteristics of the layer, the power estimator estimates

dynamic power consumption to eliminate the need for extensive offline profiling. Specifically, the power

estimator employs Equation 5 to estimate the dynamic power consumption (i.e., Pdynamic,l,d, fd ) of layer l

running on computing device d at frequency fd (and the corresponding voltage level Vfd ), where fd,max,

Vfd,max , and Pdynamic,l,d, fd,max denote the maximum frequency of d, the corresponding voltage level, and the
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Table 2: Voltage and frequency levels of the evaluated computing devices

Device Voltage and frequency levels
Big cores (0.7V, 682MHz), (0.8V, 1018MHz), (0.8V, 1210MHz), (0.8V, 1364MHz),

(0.9V, 1498MHz), (0.9V, 1652MHz), (0.9V, 1863MHz), (1.0V, 2093MHz),
(1.1V, 2362MHz)

Little cores (0.7V, 509MHz), (0.8V, 1018MHz), (0.9V, 1210MHz), (0.9V, 1402MHz),
(1.0V, 1556MHz), (1.0V, 1690MHz), (1.1V, 1844MHz)

GPU (0.6V, 104MHz), (0.7V, 151MHz), (0.7V, 237MHz), (0.7V, 332MHz), (0.8V,
415MHz), (0.8V, 550MHz), (0.9V, 667MHz), (1.0V, 767MHz)

dynamic power consumption at the maximum frequency collected by the inference workload profiler.

Pdynamic,l,d, fd =
V 2

fd
· fd

V 2
fd,max

· fd,max
·Pdynamic,l,d, fd,max (5)

The voltage and frequency levels of computing devices are readily available through their specifica-

tions or direct measurements. Table 2 shows the voltage and frequency levels of each computing device

on the evaluated heterogeneous embedded system, taken from publicly available device tree source

(DTS) files. The dynamic power consumption can be estimated by plugging in specific values of fd and

Vfd in Equation 5.

4.4.3 Model Slicer and Scheduler

The main goal of the model slicer and scheduler (MSS) of MOSAIC is to generate an efficient model

slicing and execution plan for the target deep-learning inference workload on the heterogeneous embed-

ded system. Specifically, MSS determines the number of slices, the layers that belong to each slice, and

the computing device that executes each slice in order to maximize the efficiency of the target inference

workload on the heterogeneous embedded system based on the user-defined metric (e.g., latency, energy

consumption).

We formulate the model slicing and execution problem as a dynamic-programming problem [37].

Without loss of generality, we assume that the target inference workload employs a deep-learning model

that consists of Λ layers. Cm,n,δ denotes the total cost for executing the n−m+ 1 consecutive layers

from the m-th layer to the n-th layer of the model on the computing device δ , where 1≤m≤ n≤Λ, and

δ ∈ D. Note that we consider identical physical computing devices running at different frequencies as

different computing devices to simplify the energy optimization problem formulation.

For performance optimization, D is defined by Equation 6, where B fB,max , L fL,max , G fG,max , and N de-

note the big core cluster at its maximum frequency, the little core cluster at its maximum frequency, the

GPU at its maximum frequency, and the NPU, respectively. Note that the NPU on the evaluated hetero-

geneous embedded system lacks support for DVFS. On the evaluated system, |D| is 4 for performance

optimization.

D= {B fB,max ,L fL,max ,G fG,max ,N} (6)
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With regard to energy optimization, D is defined as Equation 7, where B fB,min , B fB,min+1 , · · · , and

B fB,max denote the big core cluster at its minimum, second minimum, · · · , and maximum frequencies,

L fL,min , L fL,min+1 , · · · , and L fL,max indicate the little core cluster at its minimum, second minimum, · · · , and

maximum frequencies. Additionally, G fG,min , G fG,min+1 , · · · , and G fG,max correspondingly denote the GPU

at its minimum, second minimum, · · · , and maximum frequencies, and N indicates the NPU. On the

evaluated system, |D| is 25 for energy optimization (see Table 2).

D= {B fB,min ,B fB,min+1 , · · · ,B fB,max ,

L fL,min ,L fL,min+1 , · · · ,L fL,max ,

G fG,min ,G fG,min+1 , · · · ,G fG,max ,

N} (7)

Cm,n,δ is computed using Equation 8, where ek,δ , cin,m,δ , and cout,n,δ represent the execution cost

of the k-th layer (m ≤ k ≤ n) and the communication cost associated with the input tensors of the m-th

layer, and the communication cost associated with the output tensors of the n-th layer, respectively. MSS

employs the execution and communication cost estimators to estimate ek,δ , cin,m,δ , and cout,n,δ . If there

is any layer that cannot be executed on δ due to a constraint, Cm,n,δ is set to an infinite value to avoid

selecting the corresponding model slicing and execution plan.

Cm,n,δ=


n
∑

k=m
ek,δ +cin,m,δ +cout,n,δ if δ can execute

∞ otherwise
(8)

Ctot,l represents the total cost to execute the consecutive layers from the first layer to the l-th layer.

To formulate the model slicing and execution problem as a dynamic-programming problem, Ctot,l must

exhibit the optimal substructure and overlapping subproblem properties [37] in that Ctot,l can be effi-

ciently computed if Ctot,0, Ctot,1, · · · , and Ctot,l−1 are known. We consider all the possible cases, in each

of which the l-th layer belongs to a unique slice. Because each layer belongs to only one slice and each

slice consists of consecutive layers, there are l cases in total, where the l-th layer belongs to unique

slices. Specifically, the slice that contains the l-th layer may comprise only a single layer (i.e., the l-th

layer), two layers (i.e., the l-th layer and the (l− 1)-th layer), · · · , or l layers (i.e., the l-th layer, the

(l−1)-th layer, · · · , and the first layer).

Without a loss of generality, we assume that the slice that contains the l-th layer comprises l− k

layers (i.e., the l-th, (l− 1)-th, · · · , and (k+ 1)-th layers). In this case, the lowest cost for executing

the consecutive layers from the first layer to the l-th layer is computed by summing Ctot,k and the total

cost for executing the last l− k layers on the device that incurs the minimum total cost among all the

computing devices on the heterogeneous embedded system.

As shown in Equation 9, Ctot,l can be then computed by finding the minimum total cost among all

l aforementioned cases. Because the model slicing and execution problem has the optimal substruc-

ture and overlapping subproblem properties, its optimal solution can be determined based on dynamic
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Algorithm 1 The findEfficientSlicingAndExecutionPlan function

1: procedure FINDEFFICIENTSLICINGANDEXECUTIONPLAN(layers, devices)
2: sliceSets[0]← /0
3: sliceSets[0].cost← 0
4: for l ← 1 to layers.length do ▷ layers.length = Λ

5: sliceSet← /0
6: sliceSet.cost← ∞

7: slice← createNewSlice()
8: for k← 0 to (l − 1) do
9: slice.layers← getConsecutiveLayers(layers, k + 1, l)

10: for δ in devices do ▷ devices = D
11: if δ .canExecute(slice) = true then
12: slice.device← δ

13: cost← sliceSets[k].cost + estimateTotalCost(slice)
14: if cost < sliceSet.cost then
15: sliceSet← sliceSets[k]
16: sliceSet.insert(slice)
17: sliceSet.cost← cost
18: end if
19: end if
20: end for
21: end for
22: sliceSets[l]← sliceSet
23: sliceSets[l].cost← sliceSet.cost
24: end for
25: return sliceSets[layers.length]
26: end procedure

programming.

Ctot,l =


0 if l = 0

min
0≤k<l,∀δ∈D

(
Ctot,k +Ck+1,l,δ

)
otherwise

(9)

Algorithm 2 shows the pseudocode for the findEfficientSlicingAndExecutionPlan function

that determines the efficient model slicing and execution plan based on dynamic programming. In the

outer loop (Lines 4–24), MSS iterates the layer count from 1 to Λ. MSS uses the solutions found in

previous iterations to find the solution for the current iteration in the outer loop.

In the inner loop (Lines 8–21), MSS iterates all the cases, in each of which the last layer belongs to

a unique slice. MSS determines the set of slices that minimizes the total cost when executing the con-

secutive layers and memoizes its cost and slicing and execution plan to reuse them in the next iteration

in the outer loop.

The proposed algorithm has low time complexity (i.e., O(Λ2 · |D|), where Λ and |D| denote the

number of layers in the inference workload and the number of computing devices on the heterogeneous

embedded system, respectively). As quantified in Section 4.5, MOSAIC achieves high inference effi-

ciency with small overheads due to the use of an efficient algorithm.
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4.4.4 Inference Workload Executor

The inference workload executor of MOSAIC is a user-level runtime system that executes the model

slices of the target inference workload across the computing devices on the heterogeneous embedded

system based on the efficient model slicing and execution plan generated by MSS. The current version

of the inference workload executor is implemented in the C++ programming language based on the

TensorFlow Lite framework [23] on the Android OS. However, we believe that MOSAIC is readily

applicable to other widely used deep-learning frameworks as it builds on a framework-agnostic approach

for slicing and executing the target inference workload.

4.5 Evaluation

4.5.1 Overview

This section quantifies the effectiveness of MOSAIC. Specifically, we aim to investigate (1) inference la-

tency, (2) inference energy, (3) impact of the MOSAIC components, (4) efficiency with smaller models,

(5) estimation accuracy, and (6) overheads for generating the model slicing and execution plan.

For each inference workload, we evaluate ten versions – the big core cluster-preferred (TF-BIG-P),

little core cluster-preferred (TF-LITTLE-P), GPU-preferred (TF-GPU-P), NPU-preferred (TF-NPU-P)

with the performance governor of the Android OS, the big core cluster-preferred (TF-BIG-O), little core

cluster-preferred (TF-LITTLE-O), GPU-preferred (TF-GPU-O), NPU-preferred (TF-NPU-O) with the on-

demand governor of the Android OS, exhaustive, and MOSAIC versions.

The big core cluster-, little core cluster-, GPU-, and NPU-preferred versions execute the slices of

each inference workload on the corresponding preferred computing device. For the big core cluster-

, little core cluster-, GPU-, and NPU-preferred versions, we include as many consecutive layers as

possible in each slice if they satisfy all the constraints such as memory and functionality constraints. If

a layer cannot be included in the slice that contains its previous layer due to a memory constraint, the

layer is included in the next slice that is executed on the preferred device. If a layer cannot be executed

on the preferred device due to a memory or functionality constraint, the layer is executed in a separate

slice on the NPU (if feasible), GPU (if feasible), or big core cluster (as the final fallback execution path).

As quantified by our experimental results, the performance governor tends to achieve higher perfor-

mance than the on-demand governor as the performance governor always executes the target inference

workload at the maximum frequency of the underlying computing device. In contrast, the on-demand

governor, which is the default governor of the Android OS, tends to exhibit lower energy consumption

than the performance governor as the on-demand governor performs DVFS based on the dynamic load

of the target inference workload.

The exhaustive version uses the model slicing and execution plan with the highest inference effi-

ciency (e.g., the lowest latency), which is empirically determined through an exhaustive search. Note

that it takes excessive computing time and resources to determine the model slicing and execution plan

for the exhaustive version, which is impractical. For instance, it is estimated to take 1335 days to empir-
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Figure 8: Inference latency

Table 3: Model slicing and execution plans for performance optimization

Workload Model slicing and execution plan
IN N1, N11, B20

MN-1.0 N1, B10, G18, B20

MN-1.3 N1, B9, G12, B20

MO-1.3 N1, G9, N18

MO-1.4 N1, G8, N18

RN B1, N2, B4, N5, B12, N13, N31, B48, N49, B52

VGG N1, G14, B16

ically determine the best model slicing and execution plan for MN-1.3 through exhaustive search using

the evaluated system.

Due to limited computing time and resources, we determine the model slicing and execution plan for

the exhaustive version of each inference workload by executing the workload with 1000 unique model

slicing and execution plans that are randomly selected and choosing the best plan among the randomly

selected plans and the plans used by the other versions including the MOSAIC version. We report the

results with the exhaustive version as the efficiency that can be potentially achieved by any competitive

model slicing and execution technique.

Finally, the MOSAIC version uses MOSAIC to generate the efficient model slicing and execution

plan.

4.5.2 Inference Latency

We investigate the effectiveness of MOSAIC in terms of inference latency. Figure 8 shows the inference

latency of each version of the inference workloads with large models, normalized to the TF-GPU-O

version, which is the default setting of the Android OS. The rightmost bars show the average (i.e.,

geometric mean) inference latency of each version across the workloads. In addition, Table 3 shows the

model slicing and execution plans generated by MOSAIC to minimize the latency of each workload.

Each letter (i.e., big core cluster (B), little core cluster (L), GPU (G), and NPU (N)) indicates a slice and

the device used to execute the slice. The subscript to each letter denotes the ID of the first layer of the

23



3.
6 

1.
3 

2.
7 

2.
2 

3.
3 

11
.3

 

2.
8 

1.
7 

1.
5 

1.
5 

6.
2 

1.
4 

1.
2 

1.
5 

1.
4 

1.
5 

1.
3 

2.
7 

1.
8 

1.
3 

2.
4 

9.
9 

1.
8 

3.
8 

0.0
0.2
0.4
0.6
0.8
1.0
1.2

IN MN-1.0 MN-1.3 MO-1.3 MO-1.4 RN VGG GEOMEANN
or

m
. I

nf
er

en
ce

 E
ne

rg
y

TF-BIG-P TF-LITTLE-P TF-GPU-P TF-NPU-P TF-BIG-O
TF-LITTLE-O TF-GPU-O TF-NPU-O Exhaustive MOSAIC

Figure 9: Inference energy

slice.

First, MOSAIC significantly outperforms the big core cluster-, little core cluster-, GPU-, and NPU-

preferred versions. Specifically, MOSAIC exhibits 70.3%, 86.1%, 39.1%, and 29.2% lower inference

latency than the TF-BIG-P, TF-LITTLE-P, TF-GPU-P, and TF-NPU-P versions, respectively. MOSAIC

significantly reduces inference latency by slicing and executing the model of the target inference work-

load in a heterogeneity-, communication-, and constraint-aware manner. For instance, as shown in

Table 3, MOSAIC effectively utilizes various computing devices (i.e., big core cluster, GPU, and NPU)

when executing MN-1.3 and significantly reduces its inference latency.

MOSAIC exhibits the inference latency similar to that of the TF-NPU-P version with IN and RN. This

is mainly because the NPU exhibits the highest performance among the computing devices and the model

slicing plan used for the TF-NPU-P version happens to incur small communication overheads when

executing IN and RN. Nevertheless, the NPU-preferred versions provide no guarantee for maximizing

the efficiency across a wide range of inference workloads as they execute the target inference workload

in a heterogeneity- and communication-oblivious manner.

Second, MOSAIC achieves the performance similar to that of the exhaustive version, which em-

pirically determines the efficient model slicing and execution plan for the target inference workload

through exhaustive search. Specifically, the average performance difference between the exhaustive and

MOSAIC versions is 0.67% across the workloads, which is small. Note that the exhaustive version is

guaranteed to exhibit (at least) the same efficiency as MOSAIC because we always include the model

slicing and execution plan determined by MOSAIC in the plans that are explored by the exhaustive

version. Our experimental results clearly demonstrate the effectiveness of MOSAIC in that it achieves

high inference efficiency without the need for the exhaustive search process, which requires excessive

computing time and resources.

4.5.3 Inference Energy

We investigate the effectiveness of MOSAIC in terms of inference energy. Figure 9 shows the energy

consumption of each version of the inference workloads with large models, normalized to the TF-GPU-O
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Table 4: Model slicing and execution plans for energy optimization

Workload Model slicing and execution plan
IN N960

1 , N960
11 , L509

20
MN-1.0 G767

1 , L509
7 , G667

12 , L509
15 , G667

18 , L509
20

MN-1.3 G767
1 , L509

7 , G667
12 , L509

14 , G667
18 , L509

20
MO-1.3 N960

1 , L509
5 , B682

7 , L1018
10 , L509

11 , L1018
14 , L509

15 , N960
18

MO-1.4 N960
1 , L1018

5 , L509
6 , L1018

10 , L509
11 , L1402

13 , G767
14 , N960

18
RN B682

1 , N960
2 , B682

4 , N960
5 , L1018

12 , N960
13 , N960

29 , L1210
48 , N960

49 , L509
52 , B682

53
VGG N960

1 , G550
14 , G667

15 , B682
16

version. The rightmost bars show the average (i.e., geometric mean) energy consumption across the

workloads. In addition, Table 4 shows the model slicing and execution plans generated by MOSAIC

for energy optimization. The superscript attached on each letter denotes the frequency of the computing

device in MHz.

First, MOSAIC significantly outperforms the big core cluster-, little core cluster-, GPU-, and NPU-

preferred versions across the workloads in terms of energy efficiency. For instance, MOSAIC consumes

91.0%, 80.5%, 83.4%, and 36.6% lower energy than the TF-BIG-O, TF-LITTLE-O, TF-GPU-O, and TF-

NPU-O versions, respectively. As shown in Table 4, MOSAIC effectively utilizes various computing

devices at various frequencies, significantly reducing the energy consumption of the inference work-

loads.

Second, MOSAIC exhibits the energy consumption similar (i.e., the average difference of 0.53%)

to that of the exhaustive version, which requires excessive computing time and resources. Our experi-

mental results demonstrate that MOSAIC can be effectively used for both inference latency and energy

optimizations on heterogeneous embedded systems.

4.5.4 Impact of the MOSAIC Components

We investigate the impact of the MOSAIC components in terms of inference latency and energy. To this

end, we synthesize the heterogeneity- and constraint-aware (HCA) version, which is an intermediate ver-

sion that generates the model slicing and execution plan by only considering the efficiency heterogeneity

and constraints of each layer (i.e., in a communication-oblivious manner). We report the results with the

HCA version to investigate the efficiency impact of heterogeneity- and constraint-aware model slicing

and execution. Note that the efficiency difference between the HCA and MOSAIC versions shows the

efficiency impact of communication-aware model slicing and execution.

Figure 10 shows the latency impact of the MOSAIC components. We observe that the HCA version

considerably outperforms the TF-GPU-O version, which demonstrates the effectiveness of heterogeneity-

and constraint-aware model slicing and execution. Further, MOSAIC considerably outperforms the

HCA version, which demonstrates the impact of communication-aware model slicing and execution.

The HCA version incurs higher inference latency than MOSAIC as it slices and executes the target

inference workload in a communication-oblivious manner.

We quantify the energy impact of the MOSAIC components. To this end, we synthesize an additional
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Figure 10: Latency impact of the MOSAIC components
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Figure 11: Energy impact of the MOSAIC components

intermediate version called the HCCA version, which generates the model slicing and execution plan

while considering the heterogeneity of the physical computing devices, constraints of each layer, and

communication overheads between devices in a DVFS-oblivious manner. Figure 11 shows the energy

impact of the MOSAIC components.

The HCA version exhibits considerably lower energy consumption than the TF-GPU-O version,

demonstrating the impact of heterogeneity- and constraint-aware model slicing and execution. In ad-

dition, the HCCA version consumes considerably lower energy than the HCA version, showing the

effectiveness of communication-aware model slicing and execution. Finally, the MOSAIC version sig-

nificantly exhibits significantly lower energy consumption than the HCCA version, which demonstrates

the effectiveness of DVFS. In summary, our quantitative evaluation demonstrates that the individual

components of MOSAIC compose in a constructive manner, providing additional performance and

energy-efficiency gains.
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Figure 12: Inference latency with smaller models

1
.3

 

2
.5

 

5
.2

 

2
.6

 

1
.5

 

2
.7

 

1
.4

 

1
.5

 

1
.3

 

1
.4

 

1
.4

 

1
.8

 

3
.8

 

1
.8

 

1
.9

 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

MN-0.5 MO-1.0 SN GEOMEAN

N
o

rm
. 
In

fe
re

n
c
e
 E

n
e
rg

y

TF-BIG-P TF-LITTLE-P TF-GPU-P TF-NPU-P TF-BIG-O

TF-LITTLE-O TF-GPU-O TF-NPU-O Exhaustive MOSAIC

Figure 13: Inference energy with smaller models

4.5.5 Discussion

Smaller models: Figures 12 and 13 show the inference latency and energy consumption with smaller

models. Our experimental results show that MOSAIC continues to achieve high efficiency with inference

workloads with smaller models (i.e., MN-0.5, MO-1.0, SN). For instance, MOSAIC exhibits 58.8%,

80.4%, 29.5%, and 9.2% lower inference latency than the TF-BIG-P, TF-LITTLE-P, TF-GPU-P, and

TF-NPU-P versions and performs similarly (i.e., the average difference of 0.89%) to the exhaustive

version. Further, MOSAIC consumes 87.6%, 74.5%, 78.2%, and 22.9% lower energy than the TF-BIG-

O, TF-LITTLE-O, TF-GPU-O, and TF-NPU-O versions and achieves similar energy efficiency (i.e., the

average difference of 0.32%) to the exhaustive version. The efficiency gains of MOSAIC with smaller

models decrease as fewer slices are generated, which reduces optimization opportunities.

Estimation Accuracy: Figures 14 and 15 correspondingly show the latency and energy consumption

estimation accuracy of MOSAIC. Our results show that the estimation accuracy of MOSAIC is high.

Specifically, the average latency and energy estimation errors are 3.0% and 4.3%, which are small.

Overheads: Figures 16 and 17 shows the overheads for performance and energy optimization. Our

experimental results show that MOSAIC incurs small overheads for generating model slicing and exe-
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Figure 14: Latency estimation accuracy
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Figure 15: Energy estimation accuracy

cution plans. Specifically, the average times required to generating the model slicing and execution plans

across the workloads for performance and energy optimization are 0.15ms and 0.82ms, which are short.

Because MOSAIC produces the model slicing and execution plan based on the efficient algorithm with

low time complexity (i.e., O(Λ2 · |D|)), it incurs insignificant overheads. Further, note that MOSAIC

generates the model slicing and execution plan only once for each inference workload and incurs no

overheads during the execution of the workload.

MOSAIC incurs larger overheads for energy optimization than performance optimization. This is

mainly because the number of computing devices (i.e., |D|) increases (from 4 (i.e., performance opti-

mization) to 25 (i.e., energy optimization)) as MOSAIC considers each computing device at its maxi-

mum frequency for performance optimization but considers each computing device at all its available

frequencies for energy optimization.

Overall, our quantitative evaluation shows the effectiveness of MOSAIC in that it significantly im-

proves the efficiency of inference workloads in terms of latency and energy consumption, achieves high

estimation accuracy, and incurs small overheads on the evaluated heterogeneous embedded system.
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Figure 16: Overheads for performance optimization
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Figure 17: Overheads for energy optimization

4.6 Summary

This chapter presents MOSAIC, heterogeneity-, communication-, and constraint-aware model slicing

and execution for accurate and efficient inference on heterogeneous embedded systems. MOSAIC uses

the accurate models for estimating the execution and communication costs of the target inference work-

load and generates the efficient model slicing and execution plan with low time complexity. Our quan-

titative evaluation with the state-of-the-art inference workloads and heterogeneous embedded system

shows that MOSAIC significantly reduces inference latency and energy (e.g., 29.2% lower inference la-

tency than an NPU-preferred version (i.e., TF-NPU-P) with the performance governor and large models

and 36.6% lower energy than an NPU-preferred version (i.e., TF-NPU-O) with the on-demand governor

and large models), achieves high estimation accuracy, and incurs small overheads.
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V Reinforcement Learning-Augmented System for Efficient Real-Time
Inference on Heterogeneous Embedded Systems

5.1 Introduction

The need for real-time deep-learning inference is ever increasing to enable latency-critical intelligent

services such as autonomous driving, interactive image editing, and augmented reality. For such ser-

vices, it is highly crucial to meet the deadline of real-time inference workloads to prevent any dangerous

and disastrous situations from happening and deliver the best possible user experiences. Real-time in-

ference workloads are often executed within a single system without relying on cloud services. This

approach provides various advantages such as low latency and enhanced security and privacy.

Heterogeneous embedded systems have emerged as a promising solution for efficient real-time in-

ference in a variety of computing domains ranging from mobile to high-performance computing. Het-

erogeneous embedded systems consist of various computing devices (e.g., big core cluster, little core

cluster, GPU, and neural processing unit (NPU)), each of which exhibits widely-different architectural

and system-level characteristics in terms of performance, power consumption, functionality (e.g., sup-

ported mathematical operations), memory capacity, and communication overheads.

Inference workloads also exhibit widely-different characteristics on heterogeneous computing de-

vices in terms of performance, power efficiency, communication overheads, and constraints. For ex-

ample, some parts of inference workloads may efficiently be executed on hardware accelerators such as

NPUs, whereas other parts of inference workloads need to be executed on CPUs to avoid excessive com-

munication overheads. If inference workloads are scheduled across heterogeneous computing devices

in a suboptimal manner, they may fail to meet their deadlines and/or achieve low efficiency.

Despite extensive prior works on enhancing the efficiency of inference workloads on various sys-

tems, little work has been done to investigate the design and implementation of a practical system that

enables efficient real-time inference on heterogeneous embedded systems. The main challenge when

developing such a system is the high design complexity, which is caused by various characteristics of

inference workloads and heterogeneous computing devices and critical constraints such as the inference

deadline and the functional and capacity constraints of heterogeneous computing devices.

To bridge this gap, this chapter3 proposes HERTI, a reinforcement learning (RL)-augmented system

for efficient real-time inference on heterogeneous embedded systems. HERTI employs the accurate

and efficient execution and communication cost estimators for inference workloads, which significantly

reduce the training time. HERTI efficiently explores the state space with heterogeneity and constraint

awareness and robustly finds the efficient state that executes the target inference workload across the

heterogeneous computing devices while satisfying the deadline constraint through RL.

Specifically, this work makes the following contributions:

• We propose HERTI, an RL-augmented system for efficient real-time inference on heterogeneous

embedded systems. HERTI builds on the accurate and lightweight execution and communication
3The work presented in this chapter was also published in [58]
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cost estimators to significantly accelerate the training process. HERTI generates the efficient

model slicing and execution plan for the target real-time inference workload with a strong deadline

guarantee based on RL.

• Because the model slicing and execution planning problem for efficient real-time inference on

heterogeneous embedded systems is a variant of the NP-hard multiple-choice quadratic knap-

sack problem [80] and has the Markov property [150], we formulate it as an RL problem. To

overcome the state space explosion problem, we employ the RL algorithm (i.e., deep Q-network

(DQN) [109]) to solve the model slicing and execution planning problem.

• We design and implement the prototype of HERTI as a user-level runtime system based on the

TensorFlow Lite programming framework [23] for deep-learning inference on the Android OS.

HERTI significantly improves the efficiency of the target inference workload with a strong dead-

line guarantee by executing its slices across computing devices on the underlying heterogeneous

embedded system in a heterogeneity- and constraint-aware manner.

• We quantify the effectiveness of HERTI using widely-used inference workloads on a real hetero-

geneous embedded system that consists of the big core cluster, little core cluster, GPU, and NPU.

Our quantitative evaluation demonstrates the effectiveness of HERTI in that it achieves high ef-

ficiency and outperforms the deadline-conscious state-of-the-art technique (i.e., AutoScale [84])

in multiple metrics (i.e., energy (i.e., 28.4%) and energy-delay product (i.e., 29.2%)) while satis-

fying the deadline constraint, consistently meets inference deadlines in contrast to the deadline-

oblivious state-of-the-art technique (i.e., MOSAIC [61]), effectively translates increased inference

deadlines and system heterogeneity into larger efficiency gains, exhibits the strong generality in

that the RL hyper-parameters tuned for a specific configuration can effectively be used in other

configurations, and significantly reduces the training time through its estimation-based approach

across all the inference workloads and scenarios.

The rest of this chapter is organized as follows. Section 5.2 provides background information.

Section 5.3 presents the design and implementation of HERTI. Section 5.4 describes the experimen-

tal methodology and Section 5.5 quantifies the effectiveness of HERTI. Finally, Section 5.6 concludes

the chapter with a summary.

5.2 Background: Deep Q-Network

Reinforcement learning (RL) is a machine learning technique that aims to learn a sequence of decisions

that maximizes a cumulative reward [150]. In RL, there are two main components – the agent and

the environment. The agent interacts with the environment in discrete time steps. The state of the

environment at step t is denoted as st . The agent chooses an action at from the available action set

according to a policy and performs it. The state of the environment is then transitioned to st+1 and

the agent receives the reward rt . The goal of the agent is to learn the best policy that maximizes the

cumulative reward.

31



Profiler

Estimators Model Slicing and 
Execution Planner

Runtime
System

Real-Time
Inference Workload

Heterogeneous 
Embedded System

Profile Data of 
Each Layer

Model Slicing 
& Exec. Plan

Layers Slices Offloaded 
to Devices

Layers & Deadline Constraint

Execution Cost
Estimator

Communication Cost 
Estimator

Estimation 
Results

State 𝒕

RL Agent
Q-Network

Figure 18: Overall architecture of HERTI

Q-learning is one of the widely used RL algorithms owing to its effectiveness and simplicity [150].

Q-learning maintains a matrix called a Q-table whose row and column counts are equal to the number

of feasible states of the environment and the number of actions that can be performed by the agent,

respectively. Each element in the Q-table encodes the expected value (i.e., the Q-value) of its associated

action when the environment is in its associated state. At each time step t, the agent performs the action

that has the maximum value in the current state. The corresponding Q-table entry is then updated using

Equation 10, where α and γ denote the learning rate (0 < α < 1) and the discount factor (0 < γ < 1),

respectively. The learning rate controls how rapidly Q-values change based on new observations. The

discount factor determines the relative importance of future rewards over immediate rewards.

Q(st ,at)←(1−α)·Q(st ,at)+α ·(rt +max
a

γ ·Q(st+1,a)) (10)

Despite its effectiveness and simplicity, Q-learning has a major drawback in that its memory usage

for storing the Q-table becomes infeasible with modern computer systems when it is applied to solve

complex problems with large numbers of states and/or actions. Unfortunately, the problem that this work

aims to address belongs to such a category. For instance, the numbers of states and actions associated

with the deadline-conscious energy efficiency optimization of the RN inference workload evaluated in

this work are 1.1× 1090 and 328, respectively (more details in Section 5.3.3). This indicates that the

memory usage for solving the energy optimization problem for RN using Q-learning is 1.4×1093 bytes

(assuming each Q-value requires 4 bytes), which is infeasible on any kind of modern computer systems.

To address this limitation, recent work has proposed a variant of Q-learning called deep Q-network

(DQN) [109]. The main idea of DQN is to replace the aforementioned memory matrix required for

storing accurate the Q-values with a deep neural network called the Q-network, which is used to approx-

imate the Q-table. Given that the reasonably-sized Q-network can effectively approximate the Q-table,

this method eliminates the excessive memory usage issue of the original Q-learning algorithm. To

mitigate the instability issues caused by the correlations in the sequence of observations and the cor-

relations between the Q and target values, Mnih et al. use the experience replay and iterative update

techniques [109]. Owing to its effectiveness and practicality, we have made a design decision to employ

DQN for HERTI.
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5.3 Design and Implementation

HERTI is a software-based system that determines the efficient model slicing and execution plan for

the target real-time inference workload on the underlying heterogeneous embedded system. Figure 18

shows its overall architecture, which mainly consists of the profiler, the execution and communication

cost estimators, the model slicing and execution planner, and the runtime system.

5.3.1 Profiler

The profiler collects the total cost data (i.e., execution time and energy consumption) for executing each

layer in the target inference workload on each computing device in the underlying heterogeneous em-

bedded system. The collected total cost data is then used to construct the execution and communication

cost estimators.

If a layer can be executed on a computing device and the computing device supports DVFS, the

total cost data for executing the layer is collected at the minimum and maximum available frequencies

of the computing device as multiple data points are needed to construct the DVFS-aware performance

estimator. If a layer cannot be executed on a computing device due to a constraint (e.g., memory or

functional constraint), the total costs for executing the layer on the computing device are set to an

infinite value. The profiler also collects the input and output tensor sizes of each layer, which are used

to estimate the communication costs associated with the layer.

5.3.2 Execution and Communication Cost Estimators

The total cost data of each layer collected by the profiler includes both the execution and communi-

cation costs. Similar to MOSAIC in Chapter IV, HERTI employs the execution and communication

cost estimators. Specifically, they estimate the execution and communication costs of the layer on each

heterogeneous computing device based on the total cost data and the input and output tensor sizes of the

layer.

Communication Cost Estimator: Our experimental results with a micro-benchmark that under-

takes communications with various tensor sizes show that the communication cost is linearly propor-

tional to the transferred tensor size. Based on this observation, we design the communication cost

estimator such that it estimates the communication costs associated with the input and output tensors of

the layer l using Equations 11 and 12. Specifically, τi,l , τo,l , βd, fd , and δd, fd are the total sizes of the

input and output tensors of layer l and the regression coefficients for computing device d at frequency

fd .

Ci,l,d, fd = βd, fd · τi,l +δd, fd (11)

Co,l,d, fd = βd, fd · τo,l +δd, fd (12)
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Execution Cost Estimator: The execution cost estimator serves to estimate the cost for executing

each layer on each computing device without including the communication costs. Specifically, the

execution cost estimator first estimates the total execution cost of each layer on a computing device d

running at frequency fd using the profile data collected at the maximum and minimum frequencies of d.

The execution cost estimator then subtracts the estimated communication costs of the layer (generated

by the communication cost estimator) from the estimated total cost of the layer. The execution cost

estimator consists of the performance and power estimators.

The performance estimator estimates the latency when executing a layer l on a computing device d

at frequency fd . The performance estimator employs a linear model shown in Equation 13, where Tl,d, fd ,

θl,d , and ρl,d indicate the estimated latency and coefficients, respectively. θl,d and ρl,d are computed

using the data collected by the profiler at the maximum and minimum frequencies of d.

Tl,d, fd = θl,d · 1
fd
+ρl,d (13)

The power estimator estimates the power consumption when executing a layer l on a computing de-

vice d at frequency fd using Equation 14. Specifically, the power estimator decomposes the total power

consumption into dynamic (i.e., Pdynamic,l,d, fd ) and static (i.e., Pstatic,d, fd ) power consumption. Static

power consumption is the inherent property of a computing device and independent of the characteris-

tics of the target inference workload. Therefore, it can be profiled only once for each computing device

without the need for per-workload profiling.

Pl,d, fd = Pdynamic,l,d, fd +Pstatic,d, fd (14)

Because dynamic power consumption is dependent on the characteristics of the computing device

(and its frequency) and the characteristics of the layer, the power estimator estimates dynamic power

consumption in order to eliminate the need for extensive offline profiling. Specifically, the power es-

timator uses Equation 15 to estimate the dynamic power consumption (i.e., Pdynamic,l,d, fd ) of layer l on

computing device d at frequency fd (and the corresponding voltage level Vfd ). In Equation 15, fd,max,

Vfd,max , and Pdynamic,l,d, fd,max denote the maximum frequency of d, the voltage level at fd,max, and the

dynamic power consumption at fd,max.

Pdynamic,l,d, fd =
V 2

fd
· fd

V 2
fd,max

· fd,max
·Pdynamic,l,d, fd,max (15)

The voltage and frequency levels of computing devices can be found in their specification documents

or directly measured using instruments. Table 2 summarizes the voltage and frequency levels of the

big core cluster, little core cluster, and GPU on the evaluated heterogeneous embedded system, which

we found in their device tree source (DTS) files.4 Dynamic power consumption can be estimated by

substituting voltage and frequency levels into Equation 15.

Our experimental results show that the performance and power estimators achieve high accuracy.

4The evaluated NPU runs at 960 MHz and lacks a DVFS capability.
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Specifically, the average performance and energy consumption estimation errors across all the evaluated

inference workloads on the target heterogeneous embedded system are 3.0% and 4.3%, which are small.

The main reason for adopting the estimation-based approach in this work is to significantly accelerate

the training process. The deep Q-network model used in HERTI could be trained by repeatedly executing

the target inference workload on the underlying heterogeneous embedded system in a large number of

different configurations. However, it will significantly increase the training time due to the time required

to repeatedly execute the target inference workload on the heterogeneous embedded system.

To significantly reduce the training time, we have made a design decision to estimate the total costs

for executing the target inference workload in each configuration. For instance, estimating the execution

cost of the RN inference workload (Section 5.4) based on the estimators may be up to 14,313 times faster

than executing it on the heterogeneous embedded system. Since the estimators achieve high estimation

accuracy, the quality of the trained model based on the estimators is high and effectively guides to

efficient states.

5.3.3 Model Slicing and Execution Planner

The main goal of the model slicing and execution planner (MSEP) of HERTI is to generate an efficient

model slicing and execution plan for the target inference workload while satisfying its deadline con-

straint. Specifically, MSEP generates an efficient model slicing and execution plan, which specifies the

number of slices, the specific layers that belong to each slice, and the specific computing device and

frequency for each slice to efficiently execute the target inference workload with a strong deadline guar-

antee. MSEP can perform optimizations based on the user-defined metric (e.g., energy consumption,

energy-delay product).

The model slicing and execution planning problem to maximize the inference efficiency on hetero-

geneous embedded systems with the deadline constraint is a variant of the multiple-choice quadratic

knapsack problem, which is an NP-hard [80] problem. In addition, it has the Markov property (i.e., the

memoryless property) in that the next state is determined solely by the current state and the action with-

out any dependency on the previous states or actions [150]. Therefore, we formulate the model slicing

and execution planning problem as a reinforcement learning (RL) problem because RL can effectively

solve problems with the Markov property.

In our RL formulation, the environment is the target inference workload and the underlying hetero-

geneous embedded system and the agent is MSEP. The state of the environment is the current model

slicing and execution plan. Equation 16 shows the state at step t. The state is expressed as a vector

whose length is equal to the number of layers (i.e., Λ in Equation 16) in the target inference workload.

st = (⃗e1, e⃗2, · · · , e⃗Λ) (16)

Each element of the state vector is also a vector, as shown in Equation 17. l (1 ≤ l ≤ Λ) denotes

the layer index. σ (σ ∈ {0,1}) specifies whether the corresponding layer is the first layer of a slice

(i.e., σ = 1) or not (i.e., σ = 0). d (d ∈ D) denotes the computing device where the layer is scheduled
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Figure 19: DQN architecture of MSEP

to execute. For heterogeneous embedded system evaluated in this work, the device set D is equal to

{big, little,GPU,NPU}. fd ( fd ∈ Fd) denotes the frequency of device d and Fd specifies the available

frequencies of d.

e⃗l = (σ ,d, fd) (17)

At each step t, the agent (i.e., MSEP) interacts with the environment (i.e., the target inference work-

load and the underlying heterogeneous embedded system) by performing an action. We design the agent

to choose a single layer (instead of multiple layers) to perform an action. This is done to ensure that the

state space is gradually explored. Equation 18 shows the action performed by the agent at step t.

at = (l,k) (18)

Specifically, l (1≤ l ≤ Λ) indicates the layer index selected to perform the action. k (k ∈ K) denotes

the specific change associated with the action. For each layer, the agent can apply one of the changes

(i.e., K) defined in Equation 19 – creating a new slice starting from the layer (i.e., ksplit), merging the

slice where the layer belongs with the previous slice (i.e., kmerge), changing the computing device by

traversing the device list in either direction (i.e., kd,next or kd,prev), or increasing (i.e., k fd ,up) or decreasing

(i.e., k fd ,down) the computing device frequency by one level.

K = {ksplit,kmerge,kd,next,kd,prev,k fd ,up,k fd ,down} (19)

MSEP employs the RL algorithm (i.e., deep Q-network (DQN) [109]) to solve the model slicing and

execution planning problem. Figure 19 shows the DQN architecture of MSEP, which mainly comprises

a fully connected layer and ReLU functions.

Algorithm 2 shows the pseudocode for MSEP. After initializing key variables, MSEP iterates the

main loop to train the DQN model (Lines 7–23). Without loss of generality, we discuss the main logic

of MSEP in the context of step t.

At step t, MSEP chooses the most feasible action (i.e., at) to perform based on the Q-network with

a probability of 1− ε(t) (Line 12 in Algorithm 2). To prevent the algorithm from converging to a
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Algorithm 2 The findEfficientSlicingAndExecPlan function

1: procedure FINDEFFICIENTSLICINGANDEXECPLAN(Λ)
2: Q← initializeQNetwork(Λ, depth, width)
3: Mr← initializeReplayMemory()
4: s1← sinit
5: sbest← sinit
6: rbest←−Φ

7: for t ← 1 to tmax do
8: At ← getValidActions(st)
9: if generateRandomNumber() < ε(t) then

10: at ← getRandomAction(At)
11: else
12: at ← argmaxa∈At Q(st , a)
13: end if
14: rt ← calculateImmediateReward(st , at)
15: st+1← applyAction(st , at)
16: if rt > rbest then
17: rbest← rt

18: sbest← st+1
19: end if
20: Mr← Mr ∪ {(st , at , rt , st+1)}
21: B← sampleMiniBatch(Mr)
22: trainAndUpdateQNetwork(Q, B, t)
23: end for
24: return sbest
25: end procedure

local optimum, MSEP randomly (instead of consulting the Q-network) chooses a feasible action with a

probability of ε(t) (Line 10). As t increases, ε(t) decreases to facilitate choosing the action based on the

trained Q-network.

MSEP then computes the immediate reward (i.e., rt) associated with the state transition caused by

performing the action by invoking the calculateImmediateReward function shown in Algorithm 3

(Line 14 in Algorithm 2). The calculateImmediateReward function uses the execution and com-

munication cost estimators discussed in Section 5.3.2 to compute the immediate reward (Lines 3–11 in

Algorithm 3).

The reward computation equation is shown in Equation 20, where Γs denotes the cost (e.g., energy

consumption, energy-delay product) associated with state s and Φ indicates the penalty, which is set to

100, for states that violate the deadline constraint. If the deadline constraint of the target inference work-

load is satisfied in state s, the reward is set to −
√

Γs, which increases as the cost decreases. Otherwise,

the reward is set to Φ to exclude states in which the deadline constraint is violated.

rs =

−
√

Γs if Ts ≤ Tdeadline

−Φ otherwise
(20)

MSEP determines the next state (i.e., st+1) and memorizes it if the associated immediate reward is
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Algorithm 3 The calculateImmediateReward function
1: procedure CALCULATEIMMEDIATEREWARD(s, a)
2: s′← applyAction(s, a)
3: Cs′ ← estimateCommunicationCost(s′)
4: Ts′ ← estimatePerformance(s′)
5: Ps′ ← estimatePowerConsumption(s′)
6: Γs′ ← calculateCost(Cs′ , Ts′ , Ps′)
7: if Ts′ ≤ Tdeadline then
8: rs′ ←−

√
Γs′

9: else
10: rs′ ←−Φ

11: end if
12: return rs′

13: end procedure

Table 5: Tunable hyper-parameters

Hyper-parameter Candidate values Tuned value
Learning rate 10−5, 10−4, 10−3, 10−2, 10−1 10−3

Discount factor 0.9, 0.99 0.9
Q-network depth 2, 4, 8, 16 4
Q-network width 32, 64, 128, 256, 512, 1024 512
Batch size 32, 64 32
Epsilon in Adam optimizer 10−8, 10−7, 10−6, 10−5, 10−4 10−5

higher than the highest reward that has been discovered up to this point (Lines 15–19 in Algorithm 2).

MSEP then inserts the tuple of (st , at , rt , st+1) into the replay memory (Line 20). The replay memory

is the key data structure enabling the experience replay mechanism of DQN [109]. Specifically, the

replay memory contains the previous observations (i.e., the immediate rewards received by previous

state transitions), which are used to train the Q-network.

MSEP generates a batch of training data by randomly choosing samples from the replay memory

(Line 21 in Algorithm 2). MSEP then trains the Q-network using the batch of training data (Line 22).

Because the Q-network is continuously trained using the previous observations, it can help MSEP to per-

form more effective actions in subsequent steps. MSEP repeats this process until a predefined iteration

count is reached and returns the best state with the highest reward (Lines 7–24).

MSEP employs six tunable hyper-parameters. We use the Hyperband algorithm [96, 97], which

is one of the most widely used and effective algorithms, to automatically tune the hyper-parameters.

Table 5 summarizes the six hyper-parameters and their candidate values explored by the tuner. Table 5

also shows the values of the hyper-parameters, which have been tuned using the MN-1.3 inference

workload and its medium deadline (Table 6). We have made a design decision to use only a single

inference workload and a single deadline for hyper-parameter tuning in order to eliminate the need for

per-workload and/or per-deadline hyper-parameter tuning. Section 5.5.4 quantifies the generality of this

approach.

38



Table 6: Evaluated real-time inference workloads

Workload Accuracy Size (MB) Layers short/medium/long deadlines (milliseconds)
IN [152] 80.1% 183.7 20 190/210/250
MN-1.0 [153] 74.1% 321.9 20 85/100/130
MN-1.3 [153] 75.2% 511.6 20 105/120/150
MO-1.3 [138] 74.4% 187.8 18 75/90/120
MO-1.4 [138] 75.0% 214.7 18 85/100/130
RN [67] 77.8% 260.4 53 155/170/200
VGG [142] 71.5% 407.4 16 135/150/180

5.3.4 Runtime System

The runtime system of HERTI is a user-level process that executes the model slices of the target infer-

ence workload across the heterogeneous computing devices based on the model slicing and execution

plan generated by the model slicing and execution planner. The runtime system is implemented in the

C++ programming language based on the TensorFlow Lite framework [23] on the Android OS because

it supports various heterogeneous computing devices and provides a well-established programming en-

vironment. However, since HERTI employs a framework-agnostic approach for slicing and executing

the target inference workload, we believe that HERTI can be applied widely to other representative

deep-learning frameworks as well, such as PyTorch [122].

5.4 Experimental Methodology

Inference Workloads: Table 6 summarizes the evaluated inference workloads – Inception V4 (IN) [152],

MnasNet with the width parameters (pW ) of 1.0 (MN-1.0) and 1.3 (MN-1.3) [153], MobileNet V2 with

pW = 1.3 (MO-1.3) and pW = 1.4 (MO-1.4) [138], ResNet V2 (RN) [67], and VGG (VGG) [142].

The evaluated inference workloads achieve high accuracy (e.g., the Top-1 accuracy with the ImageNet

dataset [135] in Table 6) and exhibit widely-different characteristics such as the model size (i.e., the

memory usage reported by TensorFlow Lite), the layer count, and the inference latency.

MobileNet V2 and MnasNet provide a mechanism to tune their inference accuracy and latency using

the width parameter (i.e., pW ), which controls the number of channels. When it is set to a larger value,

their inference accuracy and latency tend to increase.

The deadline is determined using Equation 21, where w, ζ , Tw,best, and Tw,energy_optimized denote the

inference workload, a scale factor, and the latencies that incur the highest performance (i.e., the best-

case execution time) and the lowest energy consumption that are determined by the technique proposed

in [61] (more details in Section 5.5.1), respectively. As shown in Table 6, we use three deadlines (i.e.,

short (ζ = 0.25), medium (ζ = 0.5), and long (ζ = 1.0)) for each inference workload to investigate

the sensitivity of HERTI to the inference deadline.

Deadlinew = Tw,best +ζ · (Tw,energy_optimized−Tw,best) (21)
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Heterogeneous Embedded System: To investigate the effectiveness of HERTI, we use a heteroge-

neous embedded system, the HiKey 970 development board [8]. The evaluated system is equipped with

the Kirin 970 mobile processor [15] which consists of a CPU with four Cortex-A73 (big) cores, four

Cortex-A53 (little) cores, a Mali-G72 GPU, and an NPU. Table 2 summarizes their available voltage

and frequency levels.

Due to the memory constraint, the NPU cannot execute a model slice larger than 100 MB [8]. The

exact memory constraints of the big core cluster, little core cluster, and GPU are unknown. However,

they can successfully execute all the evaluated inference workloads without any memory capacity issues.

Therefore, we assume that their memory constraints are sufficiently large for the evaluated inference

workloads.

With regard to the system software stack, Android 8.1 is installed on the evaluated heterogeneous

embedded system. In addition, HERTI and the evaluated inference workloads are implemented in the

TensorFlow Lite 1.11.0 [23].

We measure the inference latency through the high_resolution_clock C++ standard library func-

tion. We collect the inference energy consumption data using an external power monitor [7]. The power

monitor periodically samples the voltage and current applied to the evaluated heterogeneous embedded

system at the rate of 5000 samples per second. Figure 2 shows the evaluated heterogeneous embedded

system and the power monitor.

Training Server System: To train the DQN model of HERTI, we use a server system equipped with

two Intel Xeon E5-2640 16-core CPUs running at 2.6 GHz and 32 GB memory. The server system is

installed with Ubuntu 18.04 and TensorFlow 2.3.1 [26].

5.5 Evaluation

5.5.1 Overview

This section quantifies the effectiveness of HERTI. Specifically, we aim to investigate (1) the inference

latency, (2) the inference energy, (3) the sensitivity of the efficiency gains to the inference deadline and

the system heterogeneity, (4) the generality, (5) the energy-delay product (EDP) efficiency, and (6) the

training time reduction through the estimation-based approach.

For each inference workload, we evaluate 13 versions – the big core cluster-preferred (TF-BIG-P),

little core cluster-preferred (TF-LITTLE-P), GPU-preferred (TF-GPU-P), NPU-preferred (TF-NPU-P)

with the performance governor of the Android OS, the big core cluster-preferred (TF-BIG-O), little

core cluster-preferred (TF-LITTLE-O), GPU-preferred (TF-GPU-O), NPU-preferred (TF-NPU-O) with

the on-demand governor of the Android OS, MOSAIC configured to conduct performance optimization

(MOSAIC-P), MOSAIC configured to perform energy optimization (MOSAIC-E), AutoScale, exhaustive,

and HERTI versions.

With the big core cluster-, little core cluster-, GPU-, and NPU-preferred versions, the slices of each

inference workload are executed on the corresponding preferred computing device. To generate the big

core cluster-, little core cluster-, GPU-, and NPU-preferred versions, we include as many consecutive
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layers as possible in each slice if they satisfy the memory and functionality constraints. If a layer cannot

be included in the current slice due to a memory constraint, a new slice is created and the layer is added

to the new slice, which is executed on the preferred device. If a layer cannot be executed on the preferred

device due to a memory or functionality constraint, a separate slice is created for the layer and executed

on a feasible device among NPU, GPU, and big core cluster (in the preference order).

The performance governor tends to deliver higher performance and lower energy efficiency than the

on-demand governor because the performance governor always executes the target inference workload

at the maximum frequency of the underlying computing device. In contrast, because the on-demand

governor, which is the default governor of the Android OS, performs DVFS based on the dynamic load

of the target inference workload, it typically exhibits lower performance and higher energy efficiency

than the performance governor.

MOSAIC is a technique in Chapter IV that generates the optimal model slicing and execution plan of

the target inference workload on heterogeneous embedded system in terms of the user-specified metric.

However, it is deadline-oblivious and provides no deadline guarantee for real-time inference workloads.

MOSAIC can perform optimizations based on various user-specified metrics. For the MOSAIC-P and

MOSAIC-E versions, MOSAIC is configured to generate the optimal model slicing and execution plan

in terms of inference latency and energy efficiency, respectively. While the MOSAIC-E version lacks a

deadline guarantee, its energy efficiency is always optimal. As quantified in this work, when a deadline

is configured in a way that the MOSAIC-E version also happens to meet the deadline, HERTI achieves

the same efficiency (i.e., the optimal energy efficiency) as the MOSAIC-E version, demonstrating its

effectiveness.

AutoScale is a state-of-the-art technique that executes the target inference workload in a deadline-

conscious manner and employs DVFS to enhance inference efficiency based on machine learning [84].

However, it lacks the consideration of the heterogeneity- and constraint-aware model slicing and exe-

cution for the target inference workload and executes the entire inference workload on a single device.

In other words, AutoScale cannot exploit the optimization opportunities for slicing and executing the

model at the layer level.

The exhaustive version empirically determines the model slicing and execution plan that exhibits the

highest inference efficiency through exhaustive search. Note that exhaustive search is highly time- and

resource-consuming and impractical. For example, it is estimated to take 6.1×1011 years to empirically

find the best model slicing and execution plan for MN-1.3 through exhaustive search even using the

lightweight execution and communication cost estimators. The experimental data for the exhaustive

version of each inference workload has been collected for ten days, covering up to 3.7× 109 states.

Finally, the HERTI version uses HERTI to generate the efficient model slicing and execution plan.

5.5.2 Inference Latency and Energy Efficiency

In this section, we evaluate the effectiveness of HERTI when it is configured to optimize the energy

efficiency of the inference workload while satisfying its deadline constraint. The deadline for each
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Figure 20: Inference latency

inference workload is set to the medium case shown in Table 6.

We first investigate the effectiveness of HERTI in terms of inference latency. Figure 20 shows

the inference latency of each version of the inference workload, normalized to the deadline.5 If the

normalized inference latency of a certain version is 1 or lower, the version meets the deadline. Otherwise,

it fails to satisfy the deadline constraint.

First, HERTI robustly satisfies the deadline constraint across all of the evaluated inference work-

loads, which empirically demonstrates that HERTI provides a strong deadline guarantee for real-time

inference workloads. Interestingly, HERTI chooses states that lead to the inference latency lower than

the deadline (i.e., the normalized latency is lower than 1). This is mainly because such states result in

higher energy efficiency than the other states that incur inference latency close to the deadline because

such states facilitate the use of the evaluated NPU that lacks DVFS support (but still more efficient than

other devices in many cases) and reduce static energy consumption.

Second, aside from HERTI, only the TF-NPU-P, MOSAIC-P, and AutoScale versions meet the dead-

lines across the evaluated inference workloads. Because the NPU is effective for reducing the inference

latency and the performance governor of the Android OS is optimized for performance, the TF-NPU-P

version meets the inference deadline. As the MOSAIC-P version conducts performance optimizations

without considering the deadline of each inference workload, it incurs the latency significantly lower

than the other versions at the cost of reduced inference efficiency. In addition, the AutoScale version

meets the inference deadline by finding a single device and its DVFS setting and executing the entire

inference workload (i.e., no model slicing) on the device.

Third, all the other versions fail to meet the deadlines of the inference workloads. The big core

cluster-, little core cluster-, and GPU-preferred and TF-NPU-O versions fail to meet the inference dead-

line because they lack the capability of exploiting heterogeneity in the underlying system and the An-

droid OS is deadline-oblivious. The MOSAIC-E version fails to meet the inference deadline as it performs

optimizations solely to reduce the inference energy consumption without considering the deadline con-

straint. Despite the extensive search conducted for each workload for ten days, the exhaustive version

still fails to meet the deadline. Due to the excessively large state space, the optimal state still remains

5All the reported experimental data is the average of 100 experiments.
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Figure 21: Inference energy

Table 7: Model slicing and execution plans

Workload Model slicing and execution plan
IN N960

1 , N960
11 , L1690

20
MN-1.0 N960

1 , L1690
14 , N960

18 , L1402
20

MN-1.3 N960
1 , B1210

9 , G332
12 , B1210

14 , G332
18 , B1210

20
MO-1.3 N960

1 , G550
8 , L1402

15 , N960
18

MO-1.4 N960
1 , G667

9 , L1690
15 , N960

18
RN B1863

1 , N960
2 , L1690

4 , N960
5 , B1364

12 , N960
13 , N960

30 , B1364
48 , N960

49 , B1863
53

VGG N960
1 , G332

14 , G237
15 , B682

16

undiscovered even after the extensive search.

We now investigate the effectiveness of HERTI in terms of energy efficiency. Figure 21 shows the

energy consumption of each version, normalized to that of the MOSAIC-P version. First, we observe

that HERTI significantly outperforms other versions in terms of energy efficiency. For instance, HERTI

consumes 28.0% and 28.4% lower energy than the MOSAIC-P and AutoScale versions, respectively.

Our experimental results provide empirical evidence that HERTI robustly finds the optimal state that

minimizes the energy consumption of each inference workload with a strong deadline guarantee through

reinforcement learning.

Second, the MOSAIC-E version exhibits slightly lower energy consumption than the HERTI version

when the inference deadline is set to the medium one. This is mainly because the MOSAIC-E version ag-

gressively applies DVFS by solely focusing on minimizing the energy consumption without considering

the inference deadline. Hence, as discussed above (Figure 20), the MOSAIC-E version fails to meet the

deadlines of all the inference workloads.

In contrast, since HERTI performs inference energy efficiency optimizations in a deadline-conscious

manner, it achieves the energy efficiency comparable to that of the MOSAIC-E version while robustly

satisfying the deadline constraint for all the evaluated inference workloads. Further, as quantified in

Section 5.5.3, our experimental results show that HERTI achieves energy efficiency identical to that of

the MOSAIC-E version when given a sufficiently long deadline with which the MOSAIC-E version happens

to meet the inference deadline.
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Figure 22: Sensitivity to the inference deadline

Table 7 summarizes the model slicing and execution plans generated by HERTI for deadline-conscious

energy optimization. Each letter (i.e., big core cluster (B), little core cluster (L), GPU (G), and NPU (N))

denotes a slice and its associated device. The subscript and the superscript to each letter represent the ID

of the first layer of the corresponding slice and the frequency of the computing device in MHz, respec-

tively. HERTI tends to execute slices with relatively-low computation intensity and large communication

overheads on the big or little cluster, computation-intensive slices with functional/memory constraints

on the GPU, and computation-intensive slices without any constraints on the NPU.

5.5.3 Sensitivity

In this section, we analyze the sensitivity of the efficiency gains of HERTI to the inference deadline and

the degree of the heterogeneity of the underlying system. Figure 22 shows the energy consumption of

HERTI for each inference workload, normalized to that of the MOSAIC-P version. Each bar represents

the energy consumption when the inference deadline is configured to the short (S), medium (M), or

long (L) deadline in Table 6. Figure 22 also shows the normalized energy efficiency of the MOSAIC-E

version. Because the MOSAIC-E version is deadline-oblivious, we only show one bar for the MOSAIC-E

version with each inference workload.

First, as the inference deadline increases, the energy efficiency gains of HERTI increase across all

the inference workloads. For instance, the average energy efficiency gain increases by 14.1% as the

inference deadline increases from the short deadline to the long deadline. This is mainly because the

more relaxed constraint with a longer inference deadline allows HERTI to explore and find states that

result in higher energy efficiency but still meet the inference deadline.

Second, with the long deadline, HERTI achieves the same energy efficiency as the MOSAIC-E ver-

sion across all the inference workloads. While the MOSAIC-E version is deadline oblivious and lacks a

deadline guarantee, the MOSAIC-E version happens to meet the inference deadline when the inference

deadline for each inference workload is set to the long deadline. In this case, HERTI robustly generates

the same model slicing and execution plan generated by the MOSAIC-E version, which is optimal.
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Figure 24: Generality of HERTI

We investigate the sensitivity of the efficiency gains of HERTI to the degree of the heterogeneity of

the underlying system. To this end, we have created synthetic versions of HERTI, which only employ

the CPU (i.e., the big and little core clusters), the CPU and another device (e.g., GPU or NPU), and all

the computing devices (i.e., the full version of HERTI). Figure 23 shows the energy efficiency gain of

each version, normalized to that of the full version of HERTI.6

We observe that the HERTI continues to achieve higher energy efficiency with more heterogeneous

computing devices by effectively utilizing all the available devices with a strong deadline guarantee. Our

experimental results also demonstrate the importance of heterogeneity-aware systems for maximizing

the efficiency of real-time inference workloads on heterogeneous embedded systems.
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5.5.4 Generality

The hyper-parameters of the DQN model used in HERTI have been tuned using the MN-1.3 inference

workload and its medium deadline. This design decision has been made to eliminate the need for per-

workload and/or per-deadline hyper-parameter tuning. To quantify the generality of this approach, we

compare the energy efficiency of the default version of HERTI with a highly customized version (i.e.,

HERTI-C) of HERTI whose hyper-parameters have been tuned for each pair of the inference workload

and its target deadline. Figure 24 reports the energy efficiency of the two versions, normalized to the

HERTI-C version.

We observe that the default version of HERTI achieves the energy efficiency similar to that of the

HERTI-C version. For instance, the average energy consumption of the HERTI-C version is 2.9% lower

than the default version of HERTI. Our experimental results demonstrate that HERTI exhibits strong

generality in that it achieves high efficiency across all of the evaluated inference workloads and scenarios

without requiring per-workload or per-deadline hyper-parameter tuning. HERTI inherits this generality

property from RL, which can be widely applied to various tasks with a set of hyper-parameters tuned for

a single task.

5.5.5 Energy-Delay Product Efficiency

So far, we have evaluated the effectiveness of HERTI in terms of energy efficiency. HERTI is versatile

in that it can perform optimizations in various user-specified metrics. To evaluate the versatility of

HERTI, we configure HERTI to perform optimizations based on the energy-delay product (EDP) metric

while meeting the deadline constraint. For conciseness, Figure 25 shows the EDP of each version,

which is averaged (i.e., geometric mean) across all the inference workloads and normalized to that of

the MOSAIC-EDP version. While MOSAIC is deadline-oblivious, the EDP of the MOSAIC-EDP version is
6While omitted for conciseness, our experimental results show that HERTI outperforms MOSAIC-P and AutoScale by

20.6% and 11.8% when only CPU and GPU are used and by 21.7% and 13.3% when only CPU and NPU are used in terms of
energy efficiency.
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Figure 26: Training time comparison

optimal.

We observe that HERTI achieves the optimal EDP efficiency (i.e., same as the MOSAIC-EDP version)

and significantly outperforms other versions. While the inference latency data is omitted for brevity, our

experimental results demonstrate that HERTI robustly satisfies the deadline constraint across all of the

inference workloads when configured to perform EDP optimizations.

5.5.6 Training Time

HERTI employs the estimation-based approach to significantly reduce the time spent for training the

DQN model. To quantify the effectiveness of this approach, we compare the training time of the

estimation-based approach with that of the measurement-based approach. Since the measurement-based

approach incurs excessively long training time for each inference workload, we were unable to measure

its training time. To estimate the training time of the measurement-based approach, we first conduct

training based on the estimation-based approach. We then compute the estimated training time with

the measurement-based approach by summing the estimated execution times of all the explored states,

which are estimated by the execution and communication cost estimators (Section 5.3.2).

Figure 26 shows the training time of the estimation-based and measurement-based approaches for

deadline-conscious energy optimization. First, the estimation-based approach significantly reduces the

training time in comparison with the measurement-based approach. For instance, the estimation-based

approach (i.e., 48 minutes) incurs 314 times shorter training time than the measurement-based approach

(i.e., 15,088 minutes (251 hours)) on average across the evaluated inference workloads. Because exe-

cuting the inference workload on the heterogeneous embedded system takes drastically longer time than

estimating its execution and communication costs using the lightweight estimators, the estimation-based

approach significantly reduces the training time.

Second, the estimation-based approach leads to more significant reduction in training time with some

inference workloads such as IN and RN. This is mainly because such inference workloads are more

complex than the others, requiring longer execution time on the underlying heterogeneous embedded
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system with the measurement-based approach.

Overall, our experimental results clearly demonstrate the effectiveness of HERTI in that it achieves

high inference efficiency in terms of both energy and EDP metrics while satisfying the deadline con-

straint, effectively translates longer inference deadlines and a higher degree of heterogeneity of the un-

derlying system into higher efficiency, exhibits strong generality with respect to hyper-parameter tuning,

and significantly reduces the training time through its estimation-based approach across all the evaluated

inference workloads and scenarios.

5.6 Summary

This chapter presents HERTI, a reinforcement learning (RL)-augmented system for efficient real-time

inference on heterogeneous embedded systems. HERTI employs the accurate and efficient execution

and communication cost estimators to significantly accelerate the training process. HERTI builds on

the state-of-the-art RL algorithm (i.e., deep Q-network) to eliminate the state space explosion problem.

HERTI efficiently explores the state space with heterogeneity and constraint awareness and robustly

generates the efficient state for the target inference workload with a strong deadline guarantee through

RL. Our quantitative evaluation based on the widely-used inference workloads and heterogeneous em-

bedded system demonstrates the effectiveness of HERTI in the sense that it achieves high efficiency

and significantly outperforms the deadline-conscious state-of-the-art technique (i.e., AutoScale) in mul-

tiple metrics (i.e., energy, energy-delay product) with a strong deadline guarantee, robustly satisfies the

deadline constraint in contrast to the deadline-oblivious state-of-the-art technique (i.e., MOSAIC), de-

livers larger efficiency gains as the inference deadline and the system heterogeneity increase, exhibits

the strong generality for hyper-parameter tuning, and significantly reduces the training time based on its

estimation-based approach across all the evaluated inference workloads and scenarios.
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VI Hotness- and Lifetime-Aware Data Placement and Migration for High-
Performance Deep-Learning on Heterogeneous Memory Systems

6.1 Introduction

Heterogeneous memory systems that consist of memory nodes with a wide range of architectural char-

acteristics are rapidly emerging as a promising solution in various computing domains ranging from

embedded [48] to high-performance computing [87]. The key idea behind the heterogeneous mem-

ory systems is to provide useful properties such as performance, energy efficiency, durability, and cost

efficiency that cannot be achieved by solely employing a single type of memory.

For instance, the Intel Xeon Phi KNL architecture consists of high-bandwidth memory (HBM) and

DRAM nodes that are optimized for high bandwidth (i.e., HBM) and large capacity (i.e., DRAM),

respectively. It is the responsibility of the underlying system software and/or hardware to effectively

manage the heterogeneous memory nodes in the underlying system to maximize the metric of interest

such as performance and energy efficiency.

Because deep learning (DL) is one of the representative workloads in a variety of computing do-

mains, it is crucial to investigate efficient system software support to optimize the performance of DL

on heterogeneous memory systems. In particular, as a large number of widely-used DL algorithms em-

ploy advanced network architectures where tensors exhibit significantly different characteristics [158],

the system software support that robustly performs optimizations considering the characteristics of the

tensors and heterogeneous memory nodes is important for high-performance DL. Despite the exten-

sive prior works [26, 45, 75, 108, 158, 171] on the system software and architectural support for high-

performance DL, it still remains unexplored to investigate the design and implementation of the effective

memory management techniques to improve the performance of DL on heterogeneous memory systems.

To bridge this gap, this chapter7 proposes HALO, hotness- and lifetime-aware data placement and

migration for high-performance DL on heterogeneous memory systems. HALO extracts the hotness and

lifetime information on the tensors of the target DL application based on its dataflow graph. HALO

dynamically places and migrates the tensors on heterogeneous memory nodes based on their hotness

and lifetime characteristics. We implement HALO based on the widely-used TensorFlow system [26]

and demonstrate that it significantly improves the performance and energy efficiency of various DL

applications on a real heterogeneous memory system without any hardware modifications.

Specifically, this work makes the following contributions:

• We present an in-depth characterization of widely-used DL applications in terms of the execution

time and tensor characteristics on a full heterogeneous memory system. Our characterization

results show that tensors of the evaluated DL applications exhibit disparate characteristics in terms

of the capacity, hotness, and lifetime.

• Guided by the characterization results, we propose HALO, hotness- and lifetime-aware data place-

7The work presented in this chapter was also published in [60]
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ment and migration for high-performance DL on heterogeneous memory systems. HALO ana-

lyzes the hotness and lifetime characteristics of the tensors of the target DL application without

requiring any offline profiling.8 We formulate the tensor placement and migration problem as a

variant of the NP-hard knapsack problem with time intervals [34] and propose an efficient algo-

rithm to address it. HALO dynamically places and migrates the tensors across the heterogeneous

memory nodes in a hotness- and lifetime-aware manner based on the proposed algorithm.

• We present the design and implementation of HALO by extending TensorFlow [26], which is one

of the most widely-used machine-learning systems. We demonstrate that the proposed techniques

can be effectively implemented on top of the production-quality machine-learning system.

• We quantify the effectiveness of HALO using a full heterogeneous memory system and repre-

sentative DL applications including the state-of-the-art convolutional neural networks (CNNs), a

recurrent neural network (RNN), and a network with an attention mechanism [3, 10, 12, 22, 89,

142,151,156,170]. Our quantitative evaluation demonstrates the effectiveness of HALO in that it

significantly outperforms various memory management policies (e.g., 28.2% higher performance

than the HBM-Preferred policy) supported by the underlying system software and hardware, de-

livers the performance comparable to that of the ideal case with infinite HBM, incurs small perfor-

mance overheads, and achieves high performance across various application working-set sizes. To

the best of our knowledge, our work is the first to propose, implement, and evaluate the hotness-

and lifetime-aware memory management technique for high-performance DL on heterogeneous

memory systems.

The rest of this chapter is organized as follows. Section 6.2 provides the background information

for this work. Section 6.3 describes the experimental methodology. Section 6.4 investigates the char-

acteristics of deep-learning applications on a full heterogeneous memory system. Section 6.5 presents

the design and implementation of HALO. Section 6.6 quantifies the effectiveness of HALO. Section 6.7

concludes the chapter with a summary.

6.2 Background

6.2.1 TensorFlow Machine-Learning System

TensorFlow is a widely-used machine-learning (ML) system [26]. It allows for programmers to express

their ML algorithms as dataflow graphs. A dataflow graph mainly consists of tensors and operations.

Tensors are multidimensional arrays, whose elements have one of the basic primitive data types such as

float32. An operation takes zero or more input tensors and produces zero or more output tensors [26].

The dataflow graph of the target TensorFlow application is a directed acyclic graph, where the nodes

and edges represent the operations and tensors. The source (or destination) node of an edge represents

8Intuitively, the hotness and lifetime of a tensor represent the number of operations that access the tensor and the difference
between its deallocation and allocation times (see Section 6.2.4).
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(a) Linear (b) Non-linear

Figure 27: Networks with linear and non-linear connections

the producer (or consumer) of the corresponding tensor. The nodes in ML applications are typically

executed in a sequential manner as the layers in their network architectures are sequentially connected.

The dataflow graph of the target TensorFlow application remains unchanged through the execution

of the application. Therefore, static analysis and optimization techniques based on the dataflow graph

of the target TensorFlow application are widely-used and effective. As discussed in Section 6.5, HALO

also builds on static analysis and optimization techniques.

A recent work classifies network architecture types into linear and non-linear network architec-

tures [158]. Figure 27 shows the network architectures with linear and non-linear architectures. With

the linear network architecture, edges exist only between consecutive nodes in the sequential execution

order of the operations. In contrast, with the non-linear network architecture, edges may exist between

non-consecutive nodes in the sequential execution order. This indicates that the variance in the hotness

and lifetime of the tensors tends to be larger with the non-linear network architecture as some tensors

can be consumed by more operations than the others.

We focus on optimizing the efficiency of the training phase of deep-learning (DL) applications. In

each training epoch (or epoch), a DL application iterates all of the training data to train its model. In

each training step (or step), the DL application processes a batch of the training data. For example, if

70,000 images are used as the training data with a batch size of 100, an epoch consists of 700 steps.

We implement and evaluate HALO by extending TensorFlow owing to its widespread use and well-

established development environment. However, we believe that the design of HALO is sufficiently

generic to be applicable to other ML platforms such as Caffe [75] and PyTorch [123].

6.2.2 NUMA-Aware Memory Policies

Non-uniform memory access (NUMA) systems consist of multiple processor nodes, each of which

having a CPU and local memory with one or more DIMMs. Processor nodes are connected via an

interconnection network (ICN). Modern NUMA systems typically support cache coherence across the

processor nodes to provide an abstraction of a single globally addressable memory space.

Accesses to a memory object on a NUMA system are largely classified into two categories – local

and remote accesses. A local (or remote) access occurs when a processor node accesses a memory object

that is located on the same (or different) processor node. Remote accesses incur a longer latency than

that of local accesses because they generate packets that are transmitted over the ICN. Thus, frequent

remote accesses can significantly degrade the overall performance of NUMA systems [55].

The Linux kernel provides several NUMA-aware memory placement policies including the follow-
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ing three representative policies – the local, interleave, and preferred policies. The local policy places a

page in the local memory of the processor node where the task that first touches the page is running. The

interleave policy places pages across the processor nodes in a round-robin manner without considering

the physical location of the tasks that access the pages. The preferred policy first attempts to place pages

in the memory of user-specified processor nodes. If there is no sufficient space in the user-specified

nodes, it places pages in other nodes. The local policy generally achieves higher locality, whereas the

interleave policy generally achieves better load balancing across the nodes.

6.2.3 Heterogeneous Memory Systems

Heterogeneous memory systems consist of two or more types of memory nodes (e.g., non-volatile mem-

ory (NVM) and DRAM [9, 52] high-bandwidth memory (HBM) and DRAM [11, 144]) which exhibit

widely-different characteristics. The more detailed background on heterogeneous memory systems can

be found in Chapter II.

In this work, we assume that the underlying system is similar to the Intel Xeon Phi KNL. This is done

because it represents advanced and generic heterogeneous memory systems9 in which the computation

units can directly and simultaneously access the data from each of the heterogeneous memory nodes and

the access to the full software stack (e.g., OS, DL framework) is publicly available.

The Xeon Phi KNL architecture provides the Flat mode (i.e., flat memory organization) in which

the HBM and LBM nodes are mapped to a single physical address space. Among the various Flat

modes supported by the Xeon Phi KNL architecture, we employ the SNC4 mode because it consistently

achieves high performance across a wide range of applications [129]. In the SNC4 mode, the Xeon Phi

KNL architecture exposes four HBM nodes and four LBM nodes to the operating system (OS). The OS

manages the HBM and LBM nodes as eight NUMA nodes.

In addition, the Xeon Phi KNL architecture provides the Cache mode (i.e., tiered memory organi-

zation). In the Cache mode, HBM is fully managed by hardware as a last-level hardware cache and

transparent to the OS. In this work, along with the other representative software-based memory manage-

ment policies, we compare the performance of HALO with the hardware-based memory management

policy based on the Cache mode.

6.2.4 Terminology

In this section, we provide the definitions of the two key concepts (i.e., tensor hotness and lifetime).

The hotness of a tensor is defined as the sum of its consumer count and one (i.e., the producer count).

Intuitively, a tensor with a larger hotness value is expected to generate a larger amount of data transfers

(per byte).

To define the lifetime of a tensor, we consider the linearized execution order of the operations in the

target DL application and assume that each instruction is assigned an index in the execution order. The

9Currently-available GPUs can be considered as a restricted type of heterogeneous memory systems in that the computation
units in GPUs can only access the data from the device memory and the data must be always copied from the host memory to
the device memory before it can be accessed by the computation units in GPUs.
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Table 8: System specification

Component Description
Processors Intel Xeon Phi Processor 7230 @ 1.3GHz, 64 cores per CPU
L1 I-cache Private, 32KB, 8 ways
L1 D-cache Private, 32KB, 8 ways
L2 cache Private (per tile), 1MB, 16 ways
Memory 192GB DDR4 (LBM) + 16GB MCDRAM (HBM)
TensorFlow 1.4.0
System software Intel MKL 0.9, GCC 5.5.0, Intel Python 2.7.4, CentOS 7, Linux Kernel 3.10.0

Table 9: Evaluated deep-learning applications

Application Dataset Network Depth NOps NTensors Batch size (S, M, L)
AN Synthetic [3] Linear 8 61 112 2950, 11000, N/A
DN CIFAR-10 [88] Non-linear 40 2075 2783 2450, 4000, 8000
GN Synthetic [3] Non-linear 22 366 877 1160, 1800, 2650
INv4 ImageNet [135] Non-linear 75 5185 7750 185, 300, 600
LSTM PTB [102] Non-linear (2, 2400) 3672 2655 150, 4200, 6100
RN ImageNet [135] Non-linear 50 2210 3158 380, 600, 1000
RNv2 ImageNet [135] Non-linear 50 2019 2830 440, 700, 1000
TR WMT14 [21] Non-linear 28 17505 15904 4000, 26000, 47000
VGG Synthetic [3] Linear 11 77 160 205, 720, 820

allocation (i.e., start) time of a tensor is defined as the index of the producer. The deallocation (i.e., end)

time of a tensor is defined as the index of the last consumer (among all the consumers) in the linearized

execution order. The lifetime of a tensor is then defined as the difference between the deallocation and

allocation times.

6.3 Experimental Methodology

6.3.1 System Configuration

To quantify the effectiveness of HALO and various software- and hardware-based memory manage-

ment policies, we employ a 64-core server system equipped with a single Xeon Phi KNL many-core

CPU [144]. Table 8 summarizes the configuration of the evaluated server system. To ensure the high

performance of mathematical primitives that are frequently executed by deep-learning (DL) applica-

tions, we employ the Intel Math Kernel Library (MKL), which is highly optimized for the Xeon Phi

KNL architecture.

6.3.2 Deep-Learning Applications

Table 9 summarizes the evaluated DL applications. Specifically, we use nine widely-used DL applica-

tions including CNNs, an RNN, and a network with an attention mechanism – AlexNet (AN), DenseNet

(DN), GoogLeNet (GN), Inception-v4 (INv4), RNN with LSTM (LSTM), ResNet (RN), ResNet-v2 (RNv2),
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Transformer (TR), and VGG (VGG) [3, 10, 12, 22, 89, 142, 151, 156, 170]. They exhibit widely-different

characteristics in terms of the network linearity, the operation count, and the tensor count.

For each application, we set the parallelism parameter of TensorFlow to 64, which determines the

number of threads that execute each operation in a parallel manner. This is done because the use of this

value consistently provides the highest performance across the applications. Further, we set the Intel

MKL parallelism parameter, which controls the number of threads used to execute the mathematical

primitive operations implemented in the Intel MKL, to 64 for a similar reason. Our parameter settings

are in line with earlier findings [24].

Table 9 summarizes the batch sizes used for each application. In general, as the batch size increases,

the working-set size of the application also increases. We use three batch sizes (i.e., small, medium, and

large) for the applications. For the performance characterization studies, we use the small batch size to

investigate the performance sensitivity of the applications when most of the data is allocated to LBM or

HBM. To quantify the effectiveness of HALO and the other memory policies, we use all the three batch

sizes.

We collect and analyze various performance and energy consumption data for each DL application

through the performance event counters provided by TensorFlow, Linux, and the Performance Monitor-

ing Counters (PMCs) available in the Intel Xeon Phi KNL architecture.

6.4 Characterization of DL Applications

This section investigates the characteristics of the deep-learning (DL) applications on the evaluated

heterogeneous memory system in terms of the execution time and tensor characteristics. We present

more detailed data with VGG and GN, which represent DL applications that employ the linear and non-

linear networks, respectively. While omitted for conciseness, the other DL applications exhibit the data

trends similar to those of the aforementioned applications.

6.4.1 Execution Time Characteristics

We first analyze the per-operation execution time of the DL applications. Figures 28a and 28b show the

per-operation execution time of VGG when all of the tensors are allocated to LBM and HBM, respec-

tively.10 In addition, Figure 28c shows the per-operation speedup of HBM over LBM when executing

VGG. We observe the following data trends.

First, a small number of operation types account for a majority of the total execution time, which is

in line with the findings from a recent work [27]. To gain a deeper insight into this data trend, Figure 29

shows a breakdown of the execution time of each application, normalized to the execution time with all

the tensors allocated to LBM. We observe that the operations such as the convolution (Conv), MaxPool

(MaxPool), and rectifier (Relu) operations account for a significant portion of the total execution time.

Second, a few operation types (e.g., FusedBatchNorm, Relu, MaxPool) achieve higher speedup with

10In Figure 28 (and also in Figure 30), the top five time-consuming operations are highlighted with different colors and
patterns.
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Figure 28: Per-operation execution time of VGG

HBM than the other operation types. Because such operations perform relatively simple computations

compared with the other operations, the memory access time for such operations accounts for a larger

portion of the total execution time than the other operations, making their performance highly sensitive

to the memory bandwidth.

Third, the execution time data across the operations exhibits symmetric trends from the middle (Fig-

ures 28a and 28b). This occurs mainly because the first half of the operations performed during the

forward path of the training and the second half of the operations are performed during the backpropa-

gation path, which is essentially the inverse of the forward path.

Fourth, the execution time of each operation type tends to decrease towards the end of the forward

path (or the beginning of the backpropagation path). This is mainly because the size of the tensors is

reduced (or increased) as they are processed by operations such as MaxPool in the forward path (or the

backpropagation path). This indicates that operations near the beginning of the forward path and the end

of the backpropagation path account for a large portion of the total execution time.

Figure 30 shows the per-operation execution time of GN, which employs a non-linear network. We
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Figure 29: Execution time breakdowns

observe that GN exhibits the per-operation execution time characteristics similar to those of VGG. In

addition, while omitted for conciseness, the other DL applications evaluated in this work exhibit similar

characteristics.

6.4.2 Tensor Characteristics

We investigate the characteristics of tensors of the DL applications in terms of their size, hotness, and

lifetime. Figure 31 shows the tensor characteristics of VGG.

First, we observe that tensors exhibit widely-different hotness characteristics. Some tensors are only

consumed by the subsequent operation in the sequential execution order of operations. In contrast, other

tensors produced by operations in the forward path are consumed not only by the next operation in the

execution order but also by the associated operations in the backpropagation path.

Second, tensors also exhibit great variance in their lifetime characteristics due to the aforementioned

reasons. These observations indicate that data placement and migration techniques for high-performance

DL on heterogeneous memory systems must judiciously consider the hotness and lifetime characteristics

of each tensor to improve the overall performance.

Third, similarly to the per-operation execution time results, the tensor size data shows symmetric

trends from the middle (Figure 31a). This is mainly because the same set of operations in the forward

path are performed in a reverse order in the backpropagation path.

Fourth, the size of the tensors tends to decrease (or increase) as they are allocated near the end (or

beginning) of the forward (or backpropagation) path. This mainly arises because the size of tensors is

significantly reduced (or increased) as they are processed by operations such as MaxPool in the forward

path (or the backpropagation path).

Figure 32 shows the tensor characteristics of GN, which employs a non-linear network. We observe

that GN exhibits the tensor characteristics similar to those of VGG. One notable difference is that GN shows

larger variations in terms of the tensor hotness and lifetime than VGG. GN employs a convolutional neural

network with non-linear connections in which some tensors that are allocated in a path (i.e., forward
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Figure 30: Per-operation execution time of GN

or backpropagation) are consumed by multiple operations in the same path, making their hotness and

lifetime characteristics significantly different from those of the other tensors. This observation indicates

that hotness- and lifetime-aware memory management becomes even more crucial for high-performance

DL with more advanced neural network architectures on heterogeneous memory systems.

We summarize the characterization results of the DL applications as follows.

• Tensors exhibit a wide range of characteristics in terms of the hotness and lifetime. Given that

HBM is a highly limited resource in heterogeneous memory systems, it is crucial to place and

migrate the tensors across the heterogeneous memory nodes in a hotness- and lifetime-aware

manner in order to maximize the performance of the target DL application.

• Operations also exhibit widely-different characteristics in terms of the execution time and perfor-

mance sensitivity to the memory bandwidth. Since data-intensive operations are highly sensitive

to the memory bandwidth, it is crucial to identify the tensors associated with the data-intensive op-

erations based on their hotness and lifetime characteristics and efficiently place and migrate these
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Figure 31: Tensor characteristics of VGG

tensors across the heterogeneous memory nodes in order to improve the overall performance of

the target DL application.

6.5 Design and Implementation

HALO is a software-based system that dynamically places and migrates tensors across the heteroge-

neous memory nodes based on their characteristics in order to improve the performance of the target

deep-learning (DL) application. As shown in Figure 45, HALO mainly comprises the following four

components – (1) the tensor hotness analyzer, (2) the tensor lifetime analyzer, (3) the tensor combiner,

and (4) the tensor manager.

6.5.1 Tensor Hotness Analyzer

The tensor hotness analyzer estimates the access frequency (i.e., hotness) of each tensor used by the

target DL application. Section 6.2.4 provides the definition of the tensor hotness.
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Figure 32: Tensor characteristics of GN

Before executing the target DL application, TensorFlow constructs an initial dataflow graph, per-

forms a sequence of optimizations, and generates an optimized dataflow graph. We have extended the

metadata for the tensor to encode the consumer count. In addition, we have added an additional dataflow

graph optimization pass to compute the hotness of each tensor.

6.5.2 Tensor Lifetime Analyzer

The tensor lifetime analyzer estimates the lifetime of each tensor used by the target DL application.

TensorFlow dynamically tracks the usage of each tensor using a reference counting technique. When

the reference counter of a tensor becomes zero, TensorFlow deallocates the memory used by the tensor.

To estimate the lifetime of each tensor, the tensor lifetime analyzer first generates the linearized

execution order of the operations of the target DL application, which is equivalent to the actual lin-

earized execution order produced by the TensorFlow scheduler. The tensor lifetime analyzer assigns

each operation a unique integer value (i.e., index) in the linearized execution order of the operations.

For instance, if the index of an operation is 3, it is the third operation in the linearized execution order.
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The tensor lifetime analyzer then computes the lifetime of each tensor based on its definition provided

in Section 6.2.4.

6.5.3 Tensor Combiner

TensorFlow performs an optimization that reuses the memory buffer of an input tensor as the memory

buffer of an output tensor for predefined operations such as MklInputConversion and Mkl2Tf. This

optimization is conducted to eliminate the overheads of deallocating the memory buffer allocated for

an input tensor and allocating the new memory buffer for an output tensor if the dimensions of the two

tensors are identical.

Because tensors affected by this optimization share the same memory buffer, they essentially behave

as a single (virtually) combined tensor in terms of the hotness and lifetime. To accommodate this, the

tensor combiner (virtually) combines all the tensors that share the same memory buffer into a single

tensor and assigns the aggregated hotness and lifetime to the combined tensor.

Specifically, the tensor combiner sets the combined flag of tensors that share the same memory

buffer to true, except for the tensor with the earliest allocation time among the tensors. The tensor

combiner sets the combined flag of the tensor with the earliest allocation time among the tensors that

share the same memory buffer to false. The tensor manager, which will be subsequently discussed in

Section 6.5.4, only considers tensors whose combined flag is set to false to ensure that it places and

migrates tensors with unique memory buffers.

The tensor combiner then aggregates all of the hotness and lifetime data across tensors that share

the same memory buffer. The tensor combiner then assigns the aggregated hotness and lifetime to the

tensor with the earliest allocation time (i.e., with its combined flag set to false) among the tensors. The

aggregated hotness is computed as the sum of the hotness across the tensors. The aggregated allocation

(or deallocation) time is determined as the earliest (or latest) of all the allocation (or deallocation) times

among the tensors.
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Algorithm 4 The placeAndMigrateTensors function
1: tensorList← initTensorList(LBM-Only)
2: utilization← initArray(numOperations, 0)
3: procedure PLACEANDMIGRATETENSORS

4: generateTensorPlacementPlan()
5: generateTensorPlacementAndMigrationPlan()
6: end procedure

6.5.4 Tensor Manager

Overview: The tensor manager of HALO constructs a plan for each tensor to dynamically place and

migrate it across the heterogeneous memory nodes. Specifically, for each tensor, the tensor manager

determines on which heterogeneous memory node it must be placed and which tensor (if any) must be

migrated to the other heterogeneous memory node to secure sufficient memory space for the newly-

allocated tensor.

Let st, ht and BP be the size of the tensor t, the hotness of the tensor t, and the effective bandwidth

provided by the memory allocation policy P, where P ∈ {LBM-Only, interleave, HBM-Only}.11 We

define the value (vt,P) of the tensor t with the memory allocation policy P using Equation 22. Essentially,

vt,P represents the reduction in the data transfer time if the tensor t was allocated with the memory

allocation policy P instead of the LBM-Only policy.

vt,P =


( st

BLBM
− st

BHBM
) ·ht if P = HBM-Only

( st
BLBM
− st

Binterleave
) ·ht if P = interleave

0 if P = LBM-Only

(22)

We also define the weight (wt,P) of tensor t with memory allocation policy P using Equation 23. In

essence, wt,P denotes the amount of HBM that would be consumed if the tensor t was allocated with

memory allocation policy P.

wt,P =


st if P = HBM-Only

st
2 if P = interleave

0 if P = LBM-Only

(23)

The tensor placement problem itself is a variant of the knapsack problem with time intervals, which is

NP-hard [34]. Thus, we propose an efficient approximate algorithm that addresses the tensor placement

and migration problem. Algorithm 4 shows the top-level function of the proposed algorithm, which

mainly comprises two phases.

Phase 1. Initial Tensor Placement: During the first phase, the tensor manager aims to find an

efficient allocation plan for all the tensors without considering the migration (Line 4 in Algorithm 4).

11On the server system evaluated in this work, BLBM = 80GB/s, BHBM = 480GB/s, and Binterleave = 2 ·min(BLBM ,BHBM) =
160GB/s.
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Algorithm 5 The generateTensorPlacementPlan function

1: procedure GENERATETENSORPLACEMENTPLAN

2: slices← generateSlices()
3: sortedSliceList← sort(slices,valPerWeight,DEC)
4: for sl in sortedSliceList do
5: if isFeasible(sl) = true then
6: if sl.id = FIRST then
7: setAllocPolicy(sl.t, interleave)
8: else ▷ sl.id = SECOND
9: setAllocPolicy(sl.t, HBM-Only)

10: end if
11: updateUtil(sl.t.size/2, sl.t.start, sl.t.end)
12: end if
13: end for
14: end procedure

Algorithm 6 The isFeasible function
1: procedure ISFEASIBLE(slice)
2: feasibility← true
3: for i in [slice.start, slice.end] do
4: if slice.size > HBM.size − utilization[i] then
5: feasibility← false
6: break
7: end if
8: end for
9: return feasibility

10: end procedure

Algorithm 5 shows the top-level function for the first phase of the tensor manager. The first phase is

based on a greedy algorithm in that it considers all the tensors in the order of their value per weight

(Line 3) and makes a decision to gain the maximum value from each of the considered tensors.

Because the value and weight of each tensor vary depending on which memory allocation policy

(e.g., HBM-Only and interleave) is used to allocate the tensor, we introduce a concept called tensor

slices (Line 2 in Algorithm 5). We assume that each tensor consists of two (virtual) tensor slices.

The first slice of a tensor represents the value (i.e., vt,interleave) and weight (i.e., st
2 ) associated with

the tensor when the allocation policy for the tensor is set to the interleave policy. The second slice of the

tensor represents the additional value (i.e., vt,HBM-Only− vt,interleave) and weight (i.e., st
2 ) associated with

the tensor if the allocation policy for the tensor is upgraded from the interleave policy to the HBM-Only

policy. Note that the value per weight of the first tensor slice is always higher than that of the second

slice.

The tensor manager visits each tensor slice in the (decreasing) order of the value per weight (Lines 2–

13 in Algorithm 5). For each tensor slice, the tensor manager invokes (Line 5) the isFeasible function

in Algorithm 6 to check if it can be allocated to HBM without exceeding the HBM capacity.

If the tensor slice can be allocated to HBM, the tensor manager checks whether it is the first slice
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Algorithm 7 The updateUtil function

1: procedure UPDATEUTIL(size, start, end)
2: for i in [start, end] do
3: utilization[i]← utilization[i] + size
4: end for
5: end procedure

Algorithm 8 The generateTensorPlacementAndMigrationPlan function

1: procedure GENERATETENSORPLACEMENTANDMIGRATIONPLAN

2: sortedTensorList← sort(tensorList, start, INC)
3: for t in sortedTensorList do
4: plan1 ← getCandidatePlan(t, interleave)
5: plan2 ← getCandidatePlan(t, HBM-Only)
6: planbest← maxProfitPlan(plan1, plan2)
7: if planbest.profit > 0 then
8: setAllocPolicy(t, planbest.allocPolicy)
9: if planbest.migrationFlag = true then

10: setVictim(t, planbest.victim)
11: setEvictPolicy(t, planbest.evictPolicy)
12: end if
13: updateUtil(planbest.sizeChange, t.start, t.end)
14: end if
15: end for
16: end procedure

of the associated tensor. If it is the first slice, the tensor manager sets the memory allocation policy of

the associated tensor to the interleave policy (Lines 6–7 in Algorithm 5). Otherwise, the tensor manager

upgrades the memory allocation policy of the associated tensor to the HBM-Only policy (Lines 8–9).

Finally, the tensor manager accordingly updates the HBM usage information (Line 11) by invoking

the updateUtil function in Algorithm 7 and proceeds with the second phase of the tensor manager

by invoking (Line 5 in Algorithm 4) the generateTensorPlacementAndMigrationPlan function in

Algorithm 8.

Phase 2. Refined Tensor Placement and Migration: During the second phase of the tensor man-

ager, it refines the tensor placement plan produced during the first phase. Specifically, when the available

space in HBM is insufficient to allocate a new tensor, placement of the newly allocated tensor in HBM

during the first phase is disallowed. However, if there are currently some tensors in HBM that have

already been accessed by most of their consumers, their values have already been significantly depre-

ciated. Such tensors are good candidates for eviction to secure the sufficient space in HBM for a new

tensor with a high value in order to increase the overall value.

To this end, the tensor manager visits each tensor in the (increasing) order of the allocation time in

the sorted list (Lines 3–15 in Algorithm 8). At the allocation time of each tensor, the tensor manager

reevaluates the current values of all the tensors that have already been allocated in HBM and selects the

victim tensor that maximizes the profit (Lines 4–6). Specifically, the profit is defined as the value of

the newly-allocated tensor minus the remaining value and migration (i.e., from HBM to LBM) cost of
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the victim tensor. If the value of the newly allocated tensor is higher than the cost of the victim tensor,

the tensor manager evicts the victim tensor and places the newly allocated tensor in HBM (Lines 7–12)

because it increases the overall value. Finally, the tensor manager accordingly updates the HBM usage

information (Line 13).

6.5.5 Discussion

Asymptotic Time Complexity Analysis: The time complexity of the first phase of the tensor manager is

O(NT · logNT +NT ·NO) because the most time-consuming part consists of Line 3 (i.e., O(NT · logNT ))

or Lines 4 and 11 (i.e., O(NT ·NO)) in Algorithm 5.12 The time complexity of the second phase of

the tensor manager is O(NT
2 +NT ·NO) because the most time-consuming part is Lines 3 and 4 (i.e.,

O(NT
2)) or Lines 3 and 13 (i.e., O(NT ·NO)) in Algorithm 8. Therefore, the overall time complexity of

the tensor manager is O(NT
2+NT ·NO). As quantified in Section 6.6.2, HALO incurs small performance

overheads.

Implementation: We have implemented HALO by extending the TensorFlow 1.4.0. Specifically,

we have added or modified 39 files and 3,726 lines of code (C++ and Python) in TensorFlow to imple-

ment HALO. Most of the code for HALO is DL framework-independent as it implements high-level

optimizations based on the dataflow graph and can be widely applied to other DL frameworks (e.g.,

PyTorch [123]).

Memory Allocation Ratios: For clarity and conciseness, we have discussed HALO with the as-

sumption that the underlying heterogeneous memory system provides the three memory allocation ra-

tios (i.e., LBM-Only, HBM-Only, and interleave). However, HALO can be readily extended to support

heterogeneous memory systems with four or more memory allocation ratios.

Specifically, if the underlying heterogeneous memory system provides N (non-zero) memory alloca-

tion ratios, HALO can be extended to logically decompose each tensor into N−1 (virtual) slices. HALO

then sorts the slices of all the tensors in the order of the value per weight and places each slice in the

same order if there is sufficient space for the slice. If M slices (M ≤ N− 1) of a tensor are allowed to

be placed in HBM, the tensor can be allocated across the heterogeneous memory nodes in a way to em-

ploy the (N−M)-th highest memory bandwidth that can be provided by the underlying heterogeneous

memory system.

6.6 Evaluation

This section quantifies the effectiveness of HALO. Specifically, we aim to investigate the following

– (1) the performance and energy consumption of HALO and various memory management policies,

(2) the performance overheads of HALO, (3) the performance sensitivity of HALO to the application

working-set size, and (4) the performance impact of the individual optimization techniques of HALO.

12NT and NO denote the total number of the tensors and the operations in the target DL application, respectively.

64



0.0

0.2

0.4

0.6

0.8

1.0

LBM HBM IL BWA HC IDEAL HALO

N
or

m
al

iz
ed

 E
xe

cu
tio

n 
Ti

m
e 

Figure 34: Overall performance results

6.6.1 Performance and Energy Results

To quantify the performance and energy consumption impact of HALO and various software- and

hardware-based memory management policies, we run each of the nine deep-learning (DL) applications

summarized in Table 9 with the following seven versions – (1) LBM-Preferred (LBM), (2) HBM-Preferred

(HBM), (3) interleave (IL), (4) bandwidth aware (BWA), (5) hardware cache (HC), (6) ideal case with infi-

nite HBM (IDEAL), and (7) HALO. With regard to the first three versions, we employ the corresponding

memory policies in Linux with the Flat mode on the Xeon Phi KNL architecture.

For the BWA version, we employ a bandwidth-aware memory management policy similar to the ones

proposed in [28, 166] with the Flat mode. When allocating the memory buffer for each tensor, the

bandwidth-aware memory management policy aims to employ pages from the HBM and LBM nodes

with the optimal allocation ratios of BHBM
BHBM+BLBM

and BLBM
BHBM+BLBM

, which are mathematically proven to

maximize the effective bandwidth across the heterogeneous memory nodes [28, 166]. If there is insuffi-

cient space in HBM required for a tensor, the BWA version uses all the available space in HBM that can

accommodate a portion of the tensor and allocates the remaining portion of the tensor to LBM.

Regarding the HC version, we employ the interleave memory policy in Linux with the Cache mode

on the Xeon Phi KNL architecture. Note that, in the Cache mode, HBM is fully managed by hardware

as a last-level cache (i.e., transparent to the OS).

For the IDEAL version, we estimate the ideal performance that can be potentially achieved on an

imaginary system that has HBM with infinite capacity. To this end, we execute each layer of the target

DL application by allocating all the tensors of the layer to HBM and add the execution times of all the

layers. Finally, regarding the HALO version, we employ HALO with the Flat mode. Unless specified

otherwise, we use the medium batch size for each application.

We first analyze the overall performance results of HALO and the other memory management poli-

cies. Figure 34 shows the execution time of each version, which is the average across all the evaluated

applications. Each bar denotes the execution time of each version, normalized to the LBM-Preferred

version.
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Figure 35: Execution breakdowns with HALO and various memory management policies

We observe that HALO significantly outperforms the other memory management policies. Specif-

ically, HALO outperforms the LBM-Preferred, HBM-Preferred, IL, BWA, and HC versions by 36.9%,

28.2%, 27.7%, 28.7%, and 30.4%, respectively, across the evaluated applications on average (i.e., geo-

metric mean). In addition, HALO achieves the performance comparable to the IDEAL version. Specif-

ically, HALO exhibits 4.2% lower performance on average than the IDEAL version, which assumes an

imaginary system equipped with infinite HBM. In summary, the overall performance results clearly

demonstrate the effectiveness of HALO.

To gain a deeper insight into the overall performance trends, Figure 35 shows a breakdown of the

execution time of each version of the applications, normalized to the LBM-Preferred version. Each bar

consists of the times spent for executing the most time-consuming operations.

We observe that HALO significantly outperforms the other memory management policies across

all of the evaluated DL applications. In particular, HALO provides larger performance gains over the

other memory management policies with the applications (e.g., DN and RNv2) that employ non-linear

neural networks. With sophisticated neural networks, the diversity of the tensors increases in terms

of the hotness and lifetime. Because HALO effectively places and migrates tensors based on their

characteristics, it delivers larger performance gains with the applications with non-linear networks.

We also observe that HALO significantly reduces the execution times of bandwidth-sensitive op-

erations (e.g., FusedBatchNorm, MaxPool, Relu) by effectively placing the tensors in a hotness- and

lifetime-aware manner. In contrast, because the other software-based memory management policies

place less critical tensors to HBM since they cannot utilize the hotness and lifetime characteristics on

the tensors, they are significantly outperformed by HALO.

In addition to the aforementioned reasons, the bandwidth-aware memory management policy achieves

lower performance than HALO because the working-set size of the evaluated applications is larger than

the capacity of HBM, making it impossible to maintain the optimal memory allocation ratio when allo-

cating tensors across the HBM and LBM nodes. Further, since the bandwidth of LBM is significantly

lower than that of HBM (i.e., BLBM = 80GB/s, BHBM = 480GB/s), it has relatively small impact on the

overall performance.

The HC version achieves lower performance than HALO because it allocates the data in a hotness-
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Figure 36: Memory traffic

and lifetime-oblivious manner. Further, since HBM is managed as a hardware cache with the HC version,

it incurs extra traffic for the data to be cached and for secondary operations [46], degrading its overall

performance.

The IDEAL version slightly outperforms HALO as it places all the data in HBM with infinite capacity.

Nevertheless, HALO, which employs HBM with a finite capacity, achieves the performance comparable

(i.e., 4.2% lower on average) to that of the IDEAL version through hotness- and lifetime-aware tensor

placement and migration. This data trend clearly demonstrates the effectiveness of HALO.

As shown in Figure 36, the performance differences between HALO and the other memory manage-

ment policies can also be explained in terms of memory traffic. HALO dynamically places and migrates

tensors in a hotness- and lifetime-aware manner, achieving high memory traffic. In contrast, because

the software-based memory management policies (i.e., LBM-Preferred, HBM-Preferred, IL, and BWA)

place tensors without considering the hotness and lifetime characteristics of the tensors, they incur low

memory traffic, achieving significantly lower performance than HALO.

The HC version on some applications incurs relatively high memory traffic (e.g., AN, VGG). This is

mainly due to the extra memory traffic caused by the data placed in or evicted to LBM in a hotness-

and lifetime-oblivious manner and the secondary operations for cache management [46]. The increased

memory traffic incurs significant performance overheads. In contrast, HALO effectively utilizes the off-

chip memory bandwidth by placing and migrating the tensors in a hotness- and lifetime-aware manner,

significantly outperforming the HC version.

We also analyze the overall energy consumption results of HALO and the other memory manage-

ment policies. Figure 37 shows a breakdown of the energy consumption of each version of the applica-

tions. Each bar denotes the energy consumption normalized to the LBM-Preferred version and consists
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Figure 37: Energy consumption breakdowns

of the energy consumption of the package (i.e., CPU and MCDRAM) and DRAM.13

First, similarly to the performance results, HALO consumes significantly less energy than the other

memory management policies, demonstrating the effectiveness of HALO. Specifically, HALO consumes

34.6%, 25.8%, 24.9%, 23.3%, and 24.0% less energy than the LBM-Preferred, HBM-Preferred, IL,

BWA, and HC versions, respectively. Given that one of the major factors determine the overall energy

consumption of each version is its execution time, the energy consumption data trends are similar to the

performance data trends.

Second, interestingly, the DRAM energy consumption accounts for a smaller portion of the total

energy consumption across all the DL applications with HALO than the software-based memory man-

agement policies (i.e., LBM-Preferred, HBM-Preferred, IL, and BWA). Since HALO reduces the traffic

to LBM (i.e., DRAM) by allocating frequently-accessed tensors to HBM, it reduces the DRAM en-

ergy consumption. In contrast, as the software-based memory management policies send more traffic

to LBM by allocating tensors in a hotness- and lifetime-oblivious manner, they exhibit higher DRAM

energy consumption.

The HC version exhibits relatively low DRAM energy consumption because the data is frequently

copied from LBM to HBM and accessed from HBM, which is managed as a hardware cache. However,

because the HC version achieves lower performance than HALO, its overall energy consumption is higher

than HALO.
13Since the evaluated system lacks the capability of separately monitoring the energy consumption of the CPU and MC-

DRAM in the package, we present the combined energy consumption (i.e., the package energy consumption) data for the CPU
and MCDRAM. Considering the DRAM energy consumption data trends and the data-intensive nature of the DL applications,
we conjecture that the MCDRAM energy consumption would account for a considerable portion of the total package energy
consumption.
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Figure 38: Performance overheads of HALO

6.6.2 Performance Overheads

We investigate the performance overheads of the tensor placement and migration planning of HALO.

Figure 38 shows the percentage of the time spent to generate the tensor placement and migration plan

out of the total execution time for each application.

First, the performance overheads of HALO are small across all the evaluated applications. For in-

stance, the average performance overhead of HALO across the evaluated applications is 0.010% of the

total execution time, which is small. Because HALO employs the efficient algorithm to generate the

tensor placement and migration plan, it incurs small performance overheads. Second, some applications

(e.g., INv4) incur larger (but still small) overheads than the other applications. Since their dataflow

graphs in terms of the operation and tensor counts are larger than those of the other applications, HALO

spends a longer time to find the efficient placement and migration plan for the tensors with such appli-

cations. Nevertheless, the overall performance overheads of HALO are small across all the evaluated

applications, demonstrating its efficiency.

6.6.3 Performance Sensitivity

We investigate the performance sensitivity of HALO to the application working-set size. Figure 39

shows the execution time ratio of the HALO version of each application to the HBM-Preferred version

with different batch sizes (i.e., small, medium, large).14 Note that the application working-set size

increases as the batch size increases. We observe the following data trends.

First, HALO consistently outperforms the HBM-Preferred policy across various working-set sizes,

demonstrating its effectiveness. Second, the execution time ratio of HALO to the HBM-Preferred policy

tends to decrease as the application working-set size increases. With a larger working-set size of the

target DL application, only a small portion of the tensors can be accommodated by HBM. Because the

HBM-Preferred policy places the tensors without considering their hotness and lifetime characteristics,

14AN is excluded because it fails to run with the large batch size on the evaluated server system.
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Figure 39: Sensitivity to the application working-set size
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Figure 40: Impact of the optimization techniques

it frequently places inefficient tensors in HBM, resulting in low performance. In contrast, HALO dynam-

ically places and migrates the tensors in a hotness- and lifetime-aware manner, achieving significantly

higher performance than the HBM-Preferred policy.

Overall, our quantitative evaluation demonstrates the effectiveness of HALO in that it achieves sig-

nificantly higher performance and lower energy consumption than the representative five software- and

hardware-based memory management policies, delivers the performance comparable to the ideal case

with infinite HBM, incurs small performance overheads, and exhibits high performance across a wide

range of the application working-set sizes when executing various DL applications.

6.6.4 Impact of the Optimization Techniques

Finally, we quantify the performance impact of the individual optimization techniques of HALO. To this

end, we create two intermediate versions of HALO that only perform hotness-aware tensor placement

and hotness- and lifetime-aware tensor placement, respectively. Figure 40 shows the ratio of the average

(i.e., geometric mean across the evaluated applications) execution time of the two intermediate versions
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of HALO and the full version (i.e., hotness- and lifetime-aware tensor placement and migration) of

HALO to the intermediate version, which only performs hotness-aware tensor placement.

We observe that each optimization technique constructively composes with the other optimization

techniques in that the performance of HALO continues to improve as more techniques are applied.

Further, each optimization technique considerably contributes to improving the overall performance,

demonstrating the effectiveness of HALO.

6.7 Summary

In this chapter, we investigate the characteristics of various deep-learning (DL) applications on a real

heterogeneous memory system. Guided by the characterization results, we propose HALO, hotness-

and lifetime-aware data placement and migration for high-performance DL on heterogeneous memory

systems. HALO dynamically analyzes the hotness and lifetime characteristics of the tensors of the

target DL application and places the tensors across the heterogeneous memory nodes in a hotness- and

lifetime-conscious manner. Our experimental results demonstrate the effectiveness of HALO in that

it significantly outperforms various memory management policies supported by the underlying system

software and hardware, achieves the performance comparable to the ideal case with infinite HBM, incurs

small performance overheads, and delivers high performance across a wide range of the application

working-set sizes.
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VII Coordinated Management of Cores, Memory, and Compressed Mem-
ory Swap for QoS-Aware and Efficient Workload Consolidation for
Memory-Intensive Applications

7.1 Introduction

The memory demands in cloud computing systems and datacenters are explosively growing because

of the rise of emerging memory-intensive applications such as machine learning and big data appli-

cations [131, 169]. In addition, DRAM scaling has slowed down [94, 100] and there have been large

fluctuations in DRAM prices [160]. As a result, DRAM has become one of the most critical and expen-

sive components in cloud computing systems and datacenters [160].

The compressed memory swap (CMS) [134] is a promising technique to host memory-intensive ap-

plications without increasing the memory capacity of the underlying server system [93,160]. With CMS,

pages selected as victim pages by the memory reclaim algorithm in the OS are compressed and evicted

to the CMS instead of the disk swap. The CMS incurs overheads when compressing and decompressing

pages when pages are transferred between the memory and CMS. However, since the page compression

and decompression operations are performed using CPU cores and memory, the CMS is significantly

faster than the disk swap, which incurs expensive disk I/O operations [160]. The CMS is supported by

widely-used OSes such as Windows [18], Linux [25], and macOS [19] and employed in commercial

cloud computing systems and datacenters [93, 160].

Workload consolidation is an effective technique to improve the resource efficiency of cloud com-

puting systems and datacenters [40,99]. Without workload consolidation, dedicated servers are allocated

to latency-critical (LC) applications that have soft or hard deadlines in order to satisfy their quality-of-

service (QoS) requirements, drastically degrading the resource efficiency of cloud computing systems

and datacenters. Workload consolidation significantly improves the resource efficiency by colocating

the LC and batch applications on the same physical server. The key challenge for the resource manager

with regard to workload consolidation is to find the right amounts of resources allocated to each of the

LC and batch applications in order to maximize the resource efficiency while providing QoS guarantees.

Prior works have extensively investigated system software support for workload consolidation [40,

59, 65, 99, 111, 113, 119, 121, 163, 172]. However, most of the prior works present system software

techniques that mitigate the performance interference caused by the contention on cores, caches, and

memory bandwidth [59, 65, 99, 111, 113, 119, 121, 163, 172] but lack the capability of controlling the

contention on memory capacity. While the resource manager proposed in [40] provides memory capacity

partitioning, it lacks the capability of dynamic management of the CMS, which is crucial for meeting the

QoS requirements of the LC application and improving the throughput of the consolidated applications

with the limited memory capacity.

To bridge this gap, this chapter15 characterizes the impact of cores, memory, and CMS on the QoS

15The work presented in this chapter was also published in [62]
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and the throughput of the consolidated applications. Based on the characterization results, we propose a

system called COSMOS for coordinated management of cores, memory, and CMS for QoS-aware and

efficient workload consolidation for memory-intensive applications. We quantify the effectiveness of

COSMOS with various LC and batch applications in various scenarios.

Specifically, this work makes the following contributions:

• We present the in-depth characterization of the impact of cores, memory, and CMS on the LC ap-

plication’s QoS and throughput of the consolidated memory-intensive LC and batch applications.

Through our characterization study, we derive guidelines to effectively find an efficient system

state that can significantly improve the overall throughput of the consolidated applications while

satisfying the QoS.

• Guided by the characterization results, we propose COSMOS, a software-based system for coor-

dinated management of cores, memory, and CMS for QoS-aware and efficient workload consoli-

dation for memory-intensive applications. COSMOS dynamically collects the runtime data from

the consolidated applications and the underlying system and allocates cores, memory, and CMS in

a way that significantly improves the throughput of the consolidated applications while satisfying

the LC application’s QoS.

• We design and implement a prototype of COSMOS as a user-level runtime system on Linux.

COSMOS is lightweight and readily applicable to various commodity systems without requiring

the specialized hardware support or the modifications of the underlying operating systems.

• We quantify the effectiveness of COSMOS using widely-used memory-intensive LC and batch

benchmarks on a real server system. Our experimental results demonstrate that COSMOS pro-

vides strong QoS guarantees and achieves high throughput across all the workload mixes with

various loads for the LC application and memory overcommit ratios. In addition, COSMOS sig-

nificantly reduces the number of explored system states by skipping the inefficient system states.

To the best of our knowledge, our work is the first to present the in-depth characterization of the

impact of cores, memory, and CMS on the QoS and throughput of the consolidated applications

and design, implement, and evaluate a coordinated resource manager for cores, memory, and CMS

for QoS-aware and efficient workload consolidation for memory-intensive applications on a full

commodity server system.

The rest of this chapter is organized as follows. Section 7.2 provides background information. Sec-

tion 7.3 describes the experimental methodology. Section 7.4 characterizes the impact of cores, memory,

and CMS on the QoS and throughput of consolidated applications. Section 7.5 presents the design and

implementation of COSMOS. Section 7.6 quantifies the effectiveness of COSMOS. Section 7.7 con-

cludes the chapter with a summary.
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7.2 Background

7.2.1 Memory Reclaim and CMS

When the memory usage exceeds one of the thresholds, the operating system (OS) performs memory

reclaim operation to secure free space in memory. During memory reclaim, the OS determines a set of

victim pages that need to be evicted from memory based on various metrics (e.g., recency, hotness) and

moves the victim pages from memory to the swap area to reserve free space.

Memory reclaim can be conducted in a foreground or background manner. When a user-level pro-

cess requests the OS to allocate a free page but the current memory usage exceeds a threshold, the OS

conducts a foreground memory reclaim. Because the requesting process is blocked during the fore-

ground memory reclaim, this process can drastically degrade the latency-critical (LC) application’s QoS

because of the significantly increased tail latency.

When the memory usage exceeds another threshold (typically set to a smaller value than that for the

foreground memory reclaim), a background memory reclaim can be triggered by the OS or user-level

processes even without any pending page allocation requests. One of the major advantages of back-

ground memory reclaim is that user-level processes can continue their execution during the background

memory reclaim.

With the conventional disk swap, victim pages that are evicted from memory are stored in the swap

area in the disk. The disk swap incurs significant performance overheads due to the I/O operations that

are executed to transfer pages between the memory and disk.

The compressed memory swap (CMS) mitigates the page swapping overhead by storing the victim

pages in the in-memory swap area instead of the disk. While the CMS incurs overheads for compressing

and decompressing pages, it is still significantly faster than the disk swap because it does not require

expensive disk I/O operations. Widely-used OSes (e.g., zswap in Linux [25], memory compression in

Windows [18], and compressed memory in macOS [19]) support CMS. While this work focuses on

Linux and zswap, we believe that the findings of this work can be applied to other OSes and implemen-

tations of CMS.

zswap provides various compression and decompression algorithms and memory pools for victim

pages [25]. Among the compression and decompression algorithms and memory pools, we use the

Lempel–Ziv–Oberhumer (LZO) algorithm [16] and the zbud memory pool [73], which are the default

algorithm and memory pool for zswap.

7.2.2 Workload Consolidation

Workload consolidation enables the colocation of latency-critical (LC) and batch applications on a sin-

gle physical server. LC applications are user-facing and interactive applications with latency constraints.

The target tail latency of an LC application is its inherent property, which determines its latency con-

straint (e.g., the 99th percentile latency must be lower than one millisecond) which must be satisfied to

enable user-facing and interactive services. The load for an LC application is defined as the number of
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incoming requests per second.

In contrast, batch applications are background applications without any latency constraints. The

common metric used to evaluate the performance of batch applications is throughput such as the number

of executed iterations of the main loop per second and the amount of the input data processed per second.

The main objective of workload consolidation is to maximize the throughput of the consolidated

applications while providing strong QoS guarantees for the LC application. When resources are allo-

cated in an unmanaged manner, the LC application is likely to violate its QoS due to the performance

interference caused by the contention on the resources (e.g., cores, memory capacity) shared by the

consolidated LC and batch applications.

To eliminate or mitigate the performance interference, the resource manager for workload consol-

idation partitions resources between the consolidated LC and batch applications. Production-quality

operating systems provide support for core and memory capacity partitioning. For instance, Linux pro-

vides core and memory capacity partitioning through control groups (cgroups) [2]. A cgroup is a set

of processes that can be allocated their own resources. Cores and memory can be partitioned between

the consolidated LC and batch applications by associating each application with its own cgroup and

allocating disjoint sets of cores and memory to each cgroup. Linux also allows to dynamically change

the amounts of the resources allocated to each cgroup.

7.3 Experimental Methodology

7.3.1 System Configuration

In this work, we use two systems, each of which is used as the server or client system. The server system

runs the consolidated latency-critical (LC) and batch applications. The server system is equipped with

the 16-core Intel Xeon Gold 6226R CPU, 64 GB memory (4 × 16 GB DIMMs), a 1 TB Samsung 970

EVO Plus NVM-e SSD, and a 100 Gb NIC. 4 GB out of the 64 GB is reserved for the OS. The server

system is installed with Ubuntu 22.04 and Linux kernel 6.1.11.

Cgroups is used to partition cores and memory between the LC and batch applications. In addi-

tion, sysfs is used to dynamically (1) control the amount of the compressed memory swap (CMS)

allocated to the LC container (i.e., /sys/module/zswap/parameters/max_pool_percent) and (2)

track the compression ratio, which is computed by collecting the number of pages stored in the CMS

(i.e., /sys/kernel/debug/zswap/stored_pages) and the actual amount of memory used by the CMS

(i.e., /sys/kernel/debug/zswap/pool_total_size).

The client system runs the load generator for each of the evaluated LC applications. The client

system is equipped with two 32-core Intel Xeon Gold 6338 CPUs, 64 GB memory (4× 16 GB DIMMs),

a 1 TB Samsung 870 EVO SATA SSD, and a 100 Gb NIC. The client system is installed with Ubuntu

22.04 and Linux kernel 5.15.0. The client and server systems are directly connected through the 100 Gb

Ethernet.

75



Table 10: Loads for the LC benchmarks

Benchmark Low, medium, and high loads (QPS)
memcached 37,500, 75,000, and 150,000
silo 1,000, 2,000, and 4,000

7.3.2 Benchmarks

We use two latency-critical (LC) benchmarks – memcached [17, 54] and silo [79, 154], which are in-

memory key-value store and in-memory database, respectively. The QoS target of memcached is that

the 99th percentile latency must be lower than 200 microseconds [90, 133]. We use Lancet, which is an

open loop-based load generator for memcached [86]. In line with the prior works [40, 90], we configure

the key and value sizes to 30 and 200 bytes and the query type to read-only. In addition, we configure

the key popularity to follow a Zipfian distribution [137] with a skewness parameter of 0.99 and the query

inter-arrival time to follow an exponential distribution in order to emulate the access [33,164] and traffic

(e.g., micro-bursts) [79, 105] patterns commonly observed in datacenters.

The QoS target of silo is that the 99th percentile latency must be lower than one millisecond [41,

126]. We use the load generator included in TailBench for silo [79]. The load generator for silo

also generates queries with an exponential inter-arrival time distribution based on the observations (e.g.,

micro-bursts) from the prior works [79, 105].

We also use five batch benchmarks – betweenness centrality (BC) [36], breath-first search (BFS) [36],

canneal [38], connected components (CC) [36], and stream [104]. The metric used to quantify the

throughput of the batch benchmarks is the number of executed iterations of the main loop per second.

We use the aforementioned LC and batch benchmarks because they are memory-intensive and are

widely used for cloud computing systems and datacenter research [40, 41, 59, 65, 126, 160, 164]. The

thread count of each benchmark is set to 16, which is identical to the number of cores in the CPU on the

evaluated server system.16

In this work, we refer to a container that contains the LC application as the LC container. In addition,

we refer to a container that consists of one or more batch applications as the batch container.

We investigate the impact of cores, memory, and compressed memory swap on the QoS of through-

put of the consolidated containers and evaluate the effectiveness of COSMOS with various loads for the

LC container. Table 10 summarizes low, medium, and high loads (in queries per second (QPS)) for the

LC benchmarks.

We also conduct experiments with various memory overcommit ratios (MORs). The MOR is defined

in Equation 24, where M is the total memory capacity (excluding the amount of the memory reserved for

16There are mainly two widely-used mechanisms to control the concurrency of applications – (1) dynamic thread-
ing [127,149] and (2) thread packing [47,120,139]. With dynamic threading, the concurrency of an application is controlled by
dynamically adjusting the number of threads of the application. With thread packing, the concurrency of an application is con-
trolled by dynamically adjusting the number of cores allocated to the application. A major disadvantage of dynamic threading
is the limited applicability because numerous applications lack the support for dynamic threading. In contrast, thread packing
can be applied to all applications regardless of whether they support dynamic threading or not. Because of the advantage of
thread packing, we consider it as a mechanism for dynamic concurrency control. To ensure the cores in the evaluated CPU can
fully be utilized, we configure the thread count of each benchmark to 16.
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Table 11: Working-set sizes

Benchmark Working-set sizes with low, medium, and high MORs (GB)
memcached 42.1, 45.0, and 51.1
silo 42.1, 45.2, and 51.3
BC 22.5, 24.0, and 27.0
BFS 22.6, 24.1, and 27.3
canneal 22.5, 24.2, and 27.1
CC 22.6, 24.1, and 27.3
stream 22.5, 24.0, and 27.0

the OS) of the underlying server system and wLC and wBatch represent the working-set size of the LC and

batch containers, respectively. Table 11 summarizes the working-set sizes of the evaluated benchmarks

with low (i.e., 1.075), medium (i.e., 1.15), and high (i.e., 1.3) MORs in GB. For example, if we consider

the workload mix of memcached and BC with the medium MOR, the working-set sizes of memcached and

BC are 45.0 GB and 24.0 GB, respectively. The MOR is then computed to be 1.15 (i.e., 45.0+24.0
M = 1.15,

where M is 60 GB) on the evaluated server system using Equation 24.

Memory overcommit ratio =
wLC +wBatch

M
(24)

7.4 Characterization

In this section, we characterize the impact of cores, memory, and compressed memory swap (CMS) on

the QoS and the throughput of the consolidated containers. While we only present the experimental

results with memcached (i.e., the latency-critical (LC) container) and stream (i.e., the batch container)

for conciseness, other benchmarks exhibit similar data trends. We execute the consolidated containers

using the following configurations – (1) low load and low memory overcommit ratio (MOR), (2) low

load and high MOR, (3) high load and low MOR, and (4) high load and high MOR.

In each of the configurations, we vary the number of cores and the amounts of the memory and CMS

allocated to the LC container and analyze their impact on the QoS and throughput of the consolidated

containers. We denote the core count, the amount of memory, and the amount of the CMS allocated to

the LC container as rLC,Cores, rLC,M, and rLC,CMS, respectively. In addition, we denote the working-set

size of the LC container and the average compression ratio of the pages stored in the CMS as wLC and

γLC.

The upper bound of rLC,CMS is then computed using Equation 25. Intuitively, Equation 25 indicates

that there is no need to increase rLC,CMS further once it becomes large enough to fit wLC in memory and

CMS or rLC,CMS cannot exceed rLC,M because CMS consumes the memory allocated to the LC container.

rLC,CMS,max = min
(wLC− rLC,M

γLC−1
,rLC,M

)
(25)

In line with the prior works on workload consolidation [40,59,99], we use effective machine utiliza-

tion (EMU), which is a system-wide metric that quantifies the throughput of the consolidated containers.
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(f) DSR with rLC,CMS = 0

Figure 41: Impact of cores, memory, and CMS allocated to the LC container with low load and low
MOR

If the LC container violates its QoS, EMU becomes zero.

In contrast, if the LC container satisfies its QoS, EMU is computed to be a positive value. A larger

EMU value indicates that the consolidated containers achieve higher throughput. To compute EMU,

first we compute the normalized throughput of each of the consolidated applications by dividing the

throughput of the application with workload consolidation (i.e., the hardware resources are shared by

the consolidated applications) by the solo-run throughput of the application when it is allocated all of

the hardware resources. We then compute EMU by summing up the normalized throughput of each of

the consolidated applications.

Figure 41 shows the EMU and disk swap rates (DSRs) of memcached and stream with low load

and low MOR. Each cell in the heat maps represents a single data point. Each heat map reports 20 data

points collected from 20 configurations.

First, when a sufficient amount of the CMS (e.g., rLC,CMS = rLC,CMS,max) is allocated to the LC

container, its QoS is satisfied (i.e., EMU ̸= 0) across wide ranges of rLC,Cores and rLC,M. This is mainly

because the LC container requires a relatively small amount of memory with a low MOR and a relatively

small number of cores with a low load.

Even when a sufficient amount of the CMS is allocated to the LC container, its QoS is violated (i.e.,

EMU = 0) with insufficient cores and memory (e.g., rLC,Cores = 2, rLC,M = 35.7 GB, and rLC,CMS =

rLC,CMS,max in Figure 41a). This is mainly arises due to the contention on the cores shared by the threads

of the LC container and the memory reclaim threads. When a smaller amount of memory is allocated to

the LC container, more of its data is transferred between the memory and CMS. This increases the CPU

utilization of the memory reclaim threads, causing the contention on cores with the threads of the LC

container.

Second, when a sufficient amount of the CMS (e.g., rLC,CMS = rLC,CMS,max) is allocated to the LC

container, the EMU tends to increase as the number of cores and the amount of memory allocated to

the LC container decreases. The EMU is maximized when the number of cores and the amount of
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(f) DSR with rLC,CMS = 0

Figure 42: Impact of cores, memory, and CMS allocated to the LC container with low load and high
MOR

memory allocated to the LC container are small yet just enough to satisfy the LC container’s QoS (e.g.,

rLC,Cores = 4, rLC,M = 37.3 GB, and rLC,CMS = rLC,CMS,max in Figure 41a).

We also observe that the EMU gradually increases as the LC container’s core count decreases. For

example, Figure 41b shows that the EMU increases from 66.3% to 82.5% as the LC container’s core

count decreases from 10 to 4 when rLC,M = 37.3 GB. This is mainly because the batch container gradu-

ally achieves higher throughput as it is allocated more cores.

In contrast, the EMU abruptly increases only when the amount of the memory allocated to the LC

container is small enough to make the working-set of the batch container fit in memory. Except for

this abrupt change, the EMU minimally changes as the amount of the memory allocated to the LC

container decreases. This is mainly because the hotness among the data accessed by the batch container

(i.e., stream) is uniform. With the uniform memory access pattern, the batch container exhibits high

performance only when its entire working set fits in memory. The EMU changes more gradually when

the batch container includes applications (e.g., BC) that exhibit non-uniform memory access patterns.

Third, when a relatively small amount of the CMS is allocated to the LC container, its QoS is

satisfied with fewer configurations. For example, when rLC,CMS =
rLC,CMS,max

2 , the QoS is satisfied with

only eight configurations (c.f., 18 configurations when rLC,CMS = rLC,CMS,max) out of 20 configurations.

This mainly stems from the fact that more memory is needed to make the working set of the LC container

fit in memory when a smaller amount of the CMS is allocated to the LC container. When the working set

of the LC container does not fit in memory by being allocated with insufficient amounts of the memory

and CMS, victim pages are evicted to the disk swap. This leads to the QoS violation of the LC container

due to frequent I/O operations.

In an extreme case where rLC,CMS = 0, the LC container’s QoS is violated across all the configura-

tions. This indicates that the use of the CMS is required to satisfy the QoS when its working-set size

exceeds its allocated memory size.

Figure 42 shows the EMU and disk swap rates (DSRs) of memcached and stream with the low load
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(c) EMU with rLC,CMS = 0
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(f) DSR with rLC,CMS = 0

Figure 43: Impact of cores, memory, and CMS allocated to the LC container with high load and low
MOR

and high MOR. First, the overall EMU data trends are similar to the case with the low load and low

MOR in that the EMU tends to increase when the number of cores and the amount of memory allocated

to the LC container are smaller.

Second, the highest EMU achieved with the low load and high MOR (e.g., rLC,Cores = 6, rLC,M =

30.6 GB, and rLC,CMS = rLC,CMS,max in Figure 42a) is similar to the highest EMU achieved with the

low load and low MOR (e.g., rLC,Cores = 4, rLC,M = 37.3 GB, and rLC,CMS = rLC,CMS,max in Figure 41a).

This is mainly because the load for the LC container is same and the batch container achieves similar

performance when allocated a sufficient amount of memory.

Third, in comparison with the case with the low load and low MOR, the LC container needs to be

allocated a larger number of cores and a smaller amount of memory to achieve the highest EMU (e.g.,

rLC,Cores = 4, rLC,M = 37.3 GB, and rLC,CMS = rLC,CMS,max in Figure 41a vs. rLC,Cores = 6, rLC,M =

30.6 GB, and rLC,CMS = rLC,CMS,max in Figure 42a). Because the working-set size of the batch container

increases with the high MOR, the LC container needs to be allocated a smaller amount of memory in

order to make the working set of the batch container fit in memory. As a result, a larger portion of the

data of the LC container is transferred between the memory and CMS, increasing the CPU utilization

of the memory reclaim threads. To mitigate the contention on the cores shared by the threads of the LC

container and the memory reclaim threads, more cores need to be allocated to the LC container.

Fourth, in comparison with the case with the low load and low MOR, the LC container requires a

larger amount of the CMS to satisfy its QoS. For instance, the LC container’s QoS is violated across all

the configurations when rLC,CMS =
rLC,CMS,max

2 with the low load and high MOR (Figure 42b), whereas it is

satisfied with eight configurations when rLC,CMS =
rLC,CMS,max

2 with low load and low MOR (Figure 41b).

Since the working-set size of the LC container increases with the high MOR, the LC container requires

a larger amount of the CMS to make its working set fit in memory.

Figure 43 shows the EMU and disk swap rates (DSRs) of memcached and stream with the high

load and low MOR. First, the overall EMU data trends are similar to the aforementioned cases in that
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(c) EMU with rLC,CMS = 0
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(f) DSR with rLC,CMS = 0

Figure 44: Impact of cores, memory, and CMS allocated to the LC container with high load and high
MOR

the EMU tends to increase as the core count and the amount of the memory allocated to the LC container

decrease.

Second, the highest EMU achieved with the high load and low MOR is higher than that with the

cases with the low load. Since the LC container is applied with the high load, the portion of the EMU

contributed by the LC container increases in comparison with the cases with the low load.

Figure 44 shows the EMU and disk swap rates (DSRs) of memcached and stream with the high

load and high MOR. First, the overall EMU trends are similar to the aforementioned cases. Second, the

LC container’s QoS is satisfied in fewer configurations than the other cases. This occurs because the LC

container requires larger amounts of resources to satisfy its QoS with the high load and high MOR.

Third, the highest EMU achieved with the high load and high MOR is higher than those achieved

with the cases with the low load. Because the throughput of the LC container increases with the high

load, the overall EMU also increases.

In contrast, the highest EMU achieved with the high load and high MOR is lower than that achieved

with the high load and low MOR. Since the working-set size of the batch container increases with

the high MOR, the LC container needs to be allocated with a smaller amount of memory. To make

its working set fit in memory, the LC container requires a larger amount of the CMS. Because the

CPU utilization of the memory reclaim threads increases with more frequent data transfers between the

memory and CMS, the LC container requires a larger number of cores, decreasing the highest EMU

achieved with the high load and high MOR.

Our characterization results clearly motivate the need for coordinated management of cores, mem-

ory, and CMS to significantly improve the EMU with strong QoS guarantees. The findings learned from

the characterization study are summarized as follows.

• Impact of resources (C1): Cores, memory, and CMS have significant impact on the LC con-

tainer’s QoS and the throughput of the consolidated containers in that EMU varies greatly de-

pending on how the resources are allocated to the consolidated containers.
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• Impact of loads and MORs (C2): There is no single configuration of cores, memory, and CMS

that delivers high EMU across various loads and MORs in that the configuration of cores, memory,

and CMS resulting in high EMU widely varies across various loads and MORs.

• Allocation of memory and CMS (C3): The EMU of the consolidated container is significantly

improved (i.e., satisfying the QoS and achieving high throughput) when the amount of the memory

allocated to the LC container is small enough to make the working-set of the batch container fit in

memory but the amounts of the memory and CMS allocated to the LC container are large enough

to make its working-set fit in memory.

• Allocation of cores (C4): With a smaller amount of the memory and a larger amount of the CMS

allocated to the LC container, the LC container requires a larger number of cores that are sufficient

to execute not only its threads but also the memory reclaim threads for satisfying its QoS.

7.5 Design and Implementation

Our characterization study shows that resources, loads, and memory overcommit ratios have significant

impact on the latency-critical (LC) container’s QoS and the throughput of the consolidated containers

(i.e., C1 and C2 in Section 7.4). Based on the characterization results, we propose COSMOS, a software-

based runtime system that dynamically allocates cores, memory, and compressed memory swap (CMS)

to the consolidated LC and batch containers to achieve high throughput while satisfying the QoS for

given load and memory overcommit ratio. COSMOS consists of three components – the (1) profiler, (2)

system state space explorer, and (3) resource allocator. Figure 45 illustrates the overall architecture of

COSMOS.

7.5.1 Profiler

The profiler of COSMOS dynamically collects the runtime data that the system state space explorer uses

to make resource allocation decisions. Specifically, it collects the load and tail latency data from the

latency-critical (LC) container and the throughput data from the batch container.
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In addition, the profiler dynamically collects the working-set sizes of the LC and batch containers,

which are available through procfs on Linux. Further, it collects the average compression ratio of the

pages stored in the CMS through sysfs at runtime.

7.5.2 System State Space Explorer

The system state space explorer (SSSE) of COSMOS dynamically explores the system state space to

discover a system state that delivers high throughput while providing strong QoS guarantees for the

latency-critical (LC) container. It uses effective machine utilization (EMU), which is defined in Sec-

tion 7.4, as the throughput metric.

As shown in Equation 26, we define a system state (i.e., s) as a vector of three elements (i.e., rLC,Cores,

rLC,M, and rLC,CMS), which denote the number of cores, the amount of memory, and the amount of CMS

allocated to the LC container (see Section 7.4 for the definitions of rLC,Cores, rLC,M, and rLC,CMS). Note

that the remaining resources are allocated to the batch container. We then define the system state space

as the set of all the valid system states.

s = (rLC,Cores,rLC,M,rLC,CMS) (26)

Figure 46 shows the execution flow of the SSSE. In addition, Algorithm 9 shows the top-level func-

tion (i.e., exploreSystemStateSpace) executed by the SSSE. It operates in a periodic manner. In each

period, the SSSE first allocates the resources to the consolidated containers (Lines 9–10 in Algorithm 9)

based on the resource allocation plan encoded in the current system state through the resource allocator

(Section 7.5.3).17 It then collects the runtime data (Lines 11–17 in Algorithm 9) – the load for the LC

container, the tail latency of the LC container, the throughput of the batch container, the working-set

sizes of the consolidated containers, and the average compression ratio of the pages stored in the CMS

based on the profiler (Section 7.5.1). If the current system state satisfies the LC container’s QoS and

achieves higher throughput than the highest throughput that has been discovered so far, it updates the

best system state (i.e., sbest) to the current system state (Lines 24–27 in Algorithm 9). It comprises two

phases – the (1) exploration and (2) idle phases.

Exploration Phase: During the exploration phase, it gradually explores the system state space to

find an efficient system state that achieves high throughput while satisfying the LC container’s QoS.

Specifically, in each period, it invokes the getNextSystemState function (Line 31 in Algorithm 9),

17The period is set to one second in this work.

83



Algorithm 9 The exploreSystemStateSpace function
1: phase← exploration; subphase← memoryAndCMS
2: L← 0; Q← 0; T ← 0; wLC← 0; wBatch← 0; γLC← 1
3: sbest← sinvalid; Tbest← 0
4: isBatchThroughputIncreased← false
5: procedure EXPLORESYSTEMSTATESPACE

6: createReclaimThreads()
7: snext← getInitialState()
8: while true do
9: scurr← snext

10: applySystemState(scurr)
11: sleep(τ) ▷ Period: one second
12: L← getLoad()
13: Q← getTailLatency()
14: T ← getBatchThroughput()
15: wLC ← getLCWorkingSetSize()
16: wBatch ← getBatchWorkingSetSize()
17: γLC← getCompressionRatio()
18: if needToReadapt() = true then
19: resetVariables()
20: snext← getInitialState()
21: phase← exploration
22: else
23: if phase = exploration then
24: if isQoSSatisfied(Q) = true and T > Tbest then
25: sbest← scurr
26: Tbest← T
27: isBatchThroughputIncreased← true
28: else
29: isBatchThroughputIncreased← false
30: end if
31: snext ← getNextSystemState(scurr)
32: if snext = scurr then
33: snext ← sbest
34: phase← idle
35: end if
36: end if
37: end if
38: end while
39: end procedure

which is shown in Algorithm 10.

The getNextSystemState function determines the system state, which is explored in the next pe-

riod and expected to satisfy the LC container’s QoS and achieve higher throughput than the current

system state. The exploration phase consists of two sub-phases – (1) memory and CMS allocation sub-

phase (Lines 3–13 in Algorithm 10) and (2) core allocation sub-phase (Lines 14–24). It begins with the

memory and CMS allocation sub-phase.
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Algorithm 10 The getNextSystemState function

1: procedure GETNEXTSYSTEMSTATE(scurr)
2: snext← scurr
3: if subphase = memoryAndCMS then
4: if isInitialState(scurr) = true then
5: snext← setLCMemory(scurr, max(M − wBatch, wLC/γLC))
6: else
7: if isQoSViolated(Q) = true then
8: snext ← increaseLCMemory(scurr) ▷ Granularity: 5% of the working-set size
9: else

10: subphase← core
11: snext ← decreaseLCCore(scurr) ▷ Granularity: 1 core
12: end if
13: end if
14: else
15: if isQoSSatisfied(Q) = true then
16: if isBatchThroughputIncreased = true then
17: snext ← decreaseLCCore(scurr)
18: else
19: snext ← scurr
20: end if
21: else
22: snext← increaseLCMemory(scurr)
23: end if
24: end if
25: if isMemoryChanged(scurr, snext) = true then
26: rLC,CMS,max← getCMSMax(snext, wLC, γLC)
27: snext← setLCCMS(snext, rLC,CMS,max)
28: end if
29: return snext
30: end procedure

The SSSE builds on the third and fourth observations (i.e., C3 and C4 in Section 7.4) from the char-

acterization study. The third observation is that the throughput of the consolidated containers is likely

to significantly improve when the working-sets of the consolidated containers fit in memory through the

use of the CMS. Guided by this observation, it attempts to directly allocate the memory and CMS to the

LC container in a way that satisfies the following requirements – (1) R1: the amounts of the memory

and CMS allocated to the LC container are sufficient to hold the working-set of the LC container and

(2) R2: the amount of the remaining memory is just enough to hold the working-set of the batch con-

tainer (Lines 4–5 and 25–28 in Algorithm 10).18 This design approach has an advantage of reducing the

number of explored system states by skipping inefficient system states.

The SSSE then checks if the LC container’s QoS is satisfied with this state. If the QoS is satisfied,

18If it is impossible to satisfy both R1 and R2 because the working-set sizes of the LC and batch containers are too large for
the total memory capacity even with the use of the CMS, the SSSE utilizes the entire memory allocated to the LC container
as the memory pool of the CMS in order to maximize the amount of the remaining memory, which is allocated to the batch
container.
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it completes the memory and CMS allocation sub-phase and transitions to the core allocation sub-phase

(Lines 9–12 in Algorithm 10).

If the LC container’s QoS is violated, the SSSE gradually (i.e., 5% of the working-set size of the

LC container) increases the amount of the memory and accordingly adjusts the amount of the CMS

allocated to the LC container (Lines 7–8 and 25–28 in Algorithm 10). It repeats this process until the

QoS is satisfied.

The SSSE transitions to the core allocation sub-phase after completing the memory and CMS alloca-

tion sub-phase. During the core allocation sub-phase, it gradually reclaims cores from the LC container

and determines the right number of cores for the LC container, which is just enough to satisfy the QoS.

Specifically, the SSSE reduces the LC container’s core count by one in each period (Lines 16–17 in

Algorithm 10). If the LC container’s QoS is satisfied even when allocated with the minimum number

of cores or reducing the LC container’s core count provides no throughput gain, it terminates the core

allocation sub-phase and transitions to the idle phase (Lines 18–19 in Algorithm 10).

If the LC container’s QoS is violated with the current core count, the SSSE keeps increasing the

amount of the memory (Lines 21–23 in Algorithm 10) and accordingly decreasing the amount of the

CMS (Lines 25–28) allocated to the LC container until the QoS is satisfied again. We have made this

design decision based on the fourth observation from the characterization study. The observation is that

the LC container tends to require a smaller number of cores when allocated with a larger amount of

memory and a smaller amount of the CMS because of the decreased CPU utilization of the memory

reclaim threads. If the size of the hot data of the batch container is smaller than its working-set, the

throughput can be improved by allocating more cores to the batch container (and reducing the amount

of the memory allocated to the batch container).

If the LC container’s QoS is satisfied with an increased amount of memory and a decreased amount

of the CMS, the SSSE attempts to reduce the LC container’s core count. It repeats the aforementioned

process and then transitions to the idle phase.

Idle Phase: As the SSSE enters the idle phase, it first sets the system state to the best system

state (i.e., sbest) that achieves the highest throughput while satisfying the QoS among all the explored

system states (Lines 32–35 in Algorithm 9). During the idle phase, it keeps monitoring the consolidated

containers and the server system but performs no adaptation activities. If a change is detected (e.g., a

significant change in the load for the LC container), it transitions to the exploration phase and re-triggers

the adaptation process (Lines 18–21 in Algorithm 9).

7.5.3 Resource Allocator

The resource allocator of COSMOS dynamically allocates the resources based on the system state de-

termined by the system state space explorer. The resource allocator builds on cgroups to dynamically

allocate cores and memory to the consolidated containers. In addition, the resource allocator uses sysfs

to adjust the amount of the CMS allocated to the latency-critical container at runtime.
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Table 12: Evaluated workload mixes

Mix Benchmarks Mix Benchmarks
1 memcached and BC 6 silo and BC
2 memcached and BFS 7 silo and BFS
3 memcached and canneal 8 silo and canneal
4 memcached and CC 9 silo and CC
5 memcached and stream 10 silo and stream

7.6 Evaluation

In this section, we evaluate the effectiveness of COSMOS. Specifically, we aim to investigate the fol-

lowing – (1) QoS and throughput, (2) the sensitivity to the load and memory overcommit ratio, (3) the

number of explored system states, and (4) the effectiveness of dynamic resource management.

7.6.1 QoS and Throughput

We quantify the effectiveness of COSMOS in terms of QoS and throughput. To keep the discussion

focused, we first report the experimental results collected with the medium load and medium memory

overcommit ratio (MOR) that represent a common scenario in this section. We then report the experi-

mental results collected with all the loads and MORs in Section 7.6.2.

Based on the two latency-critical (LC) benchmarks and five batch benchmarks discussed in Sec-

tion 7.3.2, we create ten workload mixes. Each workload mix consists of the LC and batch containers,

which contain the LC and batch benchmarks, respectively. Table 12 summarizes the ten workload mixes

evaluated in this work.

For each of the ten workload mixes in Table 12, we execute it using the following resource allocation

policies – (1) Linux default (LD), which employs the default resource allocation policy (i.e., no core or

memory partitioning and compressed memory swap (CMS) enabled with the memory pool size of 20%

of the total memory capacity) of Linux, (2) core allocation (CA), which dynamically allocates cores to

the consolidated containers, (3) core and memory allocation (CMA), which dynamically allocates cores

and memory to the consolidated containers and represents the approach adopted by PARTIES [40] with

respect to memory management, (4) exhaustive, which executes the workload mix with a system state,

which is discovered by exhaustively exploring the system state space through extensive offline profiling

and exhibits the highest throughput while satisfying the QoS among all the explored system states,19

and (5) COSMOS, which dynamically allocates cores, memory, and CMS to the consolidated containers

based on COSMOS.

Figure 47 shows the normalized tail latency of the LC container in each of the ten workload mixes

19Note that the exhaustive version is impractical because it requires highly time- and resource-consuming extensive offline
profiling for each workload mix. Furthermore, the exhaustive version still requires separate extensive offline profiling for each
of the datasets even for the same workload mix. This is because workload mixes tend to exhibit different characteristics with
different datasets. Despite the impracticality of the exhaustive version, we compare COSMOS with the exhaustive version
to demonstrate that COSMOS can achieve high throughput with strong QoS guarantees without requiring extensive offline
profiling.
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Figure 47: Quality of service

with the medium load and medium MOR. Each bar in Figure 47 reports the tail latency normalized to

the target tail latency of the LC container. We observe the following data trends.

First, the LD and CA versions fail to satisfy the LC container’s QoS across all the workload mixes.

The LD version violates the QoS owing to the contention on the cores that are shared by the consolidated

containers.

Since insufficient amounts of the memory and CMS are allocated to the LC container with the CA

version, the working-set of the LC container does not fit in memory and the victim pages are evicted

to the disk swap. Because of the frequent accesses to the disk swap, the CA version violates the LC

container’s QoS.

Second, the CMA version satisfies the LC container’s QoS across all the workload mixes. Because

the number of cores and the amount of memory allocated to the LC container are sufficient, it satisfies

the QoS. However, achieving tail latency that is significantly lower than the target tail latency is sub-

optimal because it indicates that the LC container is allocated excessive resources, some of which could

have been reallocated to the batch container to improve the overall throughput. As discussed later in

this section (i.e., Figure 48), the CMA version delivers low throughput due to the excessive amount of

resources allocated to the LC container.

Third, COSMOS robustly satisfies the LC container’s QoS across all workload mixes. By dynami-

cally analyzing the resource requirements of the LC container and allocating cores, memory, and CMS

in a coordinated and efficient manner, COSMOS provides strong QoS guarantees for the LC container.

Fourth, the tail latency of COSMOS is closer to the target tail latency than that of the CMA version.

COSMOS allocates a smaller amount of memory to the LC container through the use of the CMS than

the CMA version in order to secure a sufficient amount of memory to the batch container. While it makes

the tail latency of COSMOS closer to the target tail latency, it is an effective trade-off in that COSMOS

still satisfies the LC container’s QoS and significantly improves the throughput (as discussed later).

Figure 48 shows the EMU of various versions of the workload mixes. The rightmost bars denote

the geometric mean of each version. First, the EMU of the LD and CA versions across all the workload

mixes is zero. EMU is computed to be zero for the LD and CA versions because they fail to satisfy the
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Figure 48: Effective machine utilization

LC container’s QoS across all workload mixes.

Second, the CMA version delivers low throughput across the workload mixes. Since it lacks the

capability of dynamically allocating the CMS to the LC container, it allocates a larger amount of memory

to the LC container than the case in which the CMS is also used. Therefore, it allocates an insufficient

amount of memory to the batch container, achieving low throughput.

The CMA version of the workload mixes 1 and 6, which include BC in the batch container, exhibits

higher EMU than other workload mixes. With BC, some of the nodes in the graph are accessed more

frequently than others. Even if the CMA version allocates an insufficient amount of memory to BC, pages

that contain more frequently accessed nodes are likely to remain in the memory without being evicted

to the disk swap by the memory reclaim algorithm. This makes the CMA version of the workload mixes

1 and 6 access the disk swap less frequently, resulting in higher EMU.

Third, COSMOS consistently achieves high throughput across all the evaluated workload mixes.

Specifically, COSMOS delivers 351.1% higher (on average) throughput than the CMA version and the

throughput similar (i.e., 0.31% lower on average) to the exhaustive version, which uses a system state

that is discovered through extensive offline profiling and achieves the highest throughput while satisfying

the QoS. Our experimental results demonstrate the effectiveness of COSMOS by showing that it is

capable of dynamically finding an efficient system state with high throughput and QoS guarantees for

each workload mix without the need for offline profiling.

COSMOS delivers higher EMU with the workload mixes that include silo (i.e., the workload mixes

6–10) in the LC container and BFS or CC (i.e., the workload mixes 2, 4, 7, and 9) in the batch container.

As for silo, since it requires fewer cores to satisfy its QoS than memcached, COSMOS achieves higher

EMU by allocating more cores to the batch container.

With regard to BFS and CC, they exhibit high throughput even when the amount of the memory

allocated to them is smaller than their working-set size because some of the nodes are not accessed owing

to the connectivity of the graph. COSMOS dynamically identifies their characteristics and allocates a

larger amount of the memory and a smaller amount of the CMS to the LC container. This reduces

the CPU utilization of the memory reclaim threads because of less frequent data transfers between the
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memory and CMS. Because the LC container requires a smaller number of cores with the reduced CPU

utilization of the memory reclaim threads, COSMOS achieves higher EMU by allocating more cores to

the batch container (i.e., BFS or CC).

7.6.2 Sensitivity

We investigate the sensitivity of the QoS and throughput achieved by COSMOS to the load for the

latency-critical (LC) and the memory overcommit ratio (MOR) of the consolidated containers. We first

analyze the sensitivity to the MOR. Figure 49 shows the EMU of the CMA and exhaustive versions and

COSMOS, which is averaged (using geometric mean) across all of the 10 workload mixes. The data

reported in Figure 49 is collected with the medium load and by sweeping the MOR from low to high.

First, COSMOS robustly satisfies the LC container’s QoS across all the workload mixes and MORs.

Note that it would be impossible to compute the average EMU using geometric mean if COSMOS failed

to satisfy the QoS with any of the workload mixes and MORs because EMU would be computed as zero.

Second, COSMOS consistently achieves high throughput across all the workload mixes and MORs.

Specifically, COSMOS significantly outperforms the CMA version and delivers the throughput similar to

the exhaustive version which executes each of the workload mixes with a system state that is discovered

through extensive offline profiling and achieves the highest throughput.

Third, the throughput of COSMOS gradually decreases as the MOR increases. This is mainly be-

cause COSMOS allocates a smaller amount of memory and a larger amount of CMS to the LC container

with a higher MOR to make the working-set of the batch container fit in memory. With a larger amount

of the CMS allocated to the LC container, relatively more cores are required because the CPU utilization

of the memory reclaim threads increases. Consequently, COSMOS allocates a smaller number of cores

to the batch container with a higher MOR, resulting in lower throughput.

We now investigate the sensitivity to the load for the LC container. Figure 50 shows the EMU of

the CMA and exhaustive versions and COSMOS, which is averaged (using geometric mean) across the

workload mixes. The data reported in Figure 50 is collected by sweeping the load from low to high with
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the medium MOR.

First, similarly to the sensitivity data trends with the MOR, COSMOS robustly satisfies the LC

container’s QoS and achieves high throughput across all the workload mixes and loads. Specifically,

COSMOS significantly outperforms the CMA version and delivers the EMU similar to the exhaustive

version which discovers an efficient system state through extensive offline profiling.

Second, the throughput of COSMOS gradually increases as the load for the LC container increases.

Because the portion of the EMU contributed by the LC container increases with a higher load, the overall

EMU also increases.

For completeness, we report the EMU of the CMA and exhaustive versions and COSMOS across all

the loads and MORs in Figure 51. L, M, and H in Figure 51 indicate low, medium, and high, respectively.

We observe that COSMOS exhibits similar sensitivity trends when the load or MOR is fixed at low or

high to the ones (i.e., the load or MOR is fixed at medium) shown in Figures 49 and 50. In addition,

COSMOS consistently achieves high throughput across all the evaluated loads and MORs.
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Figure 52: Number of the explored system states

7.6.3 Explored System States

We investigate the impact of the optimization (i.e., skipping inefficient system states) applied to COS-

MOS on the number of explored system states. To this end, we create a synthetic version of COSMOS

that iteratively explores the system state space without applying the optimization (Section 7.5.2).

Figure 52 shows the number of the system states explored by the synthetic version and COSMOS

with the medium load and medium memory overcommit ratio (MOR). The optimization applied to

COSMOS is effective for reducing the number of the explored system states. Specifically, the full

version of COSMOS explores 79.6% fewer system states on average than the synthetic version.

7.6.4 Dynamic Resource Management

We investigate the effectiveness of dynamic resource management supported by COSMOS. We use

memcached (i.e., the latency-critical (LC) container) and stream (i.e., the batch container) with the

medium memory overcommit ratio (MOR). The load that the load generator applies to the LC container

dynamically varies over the time between the low and high loads in Table 10 by following the diurnal

pattern, which is commonly observed in production datacenters [32, 98, 105, 164]. The load generator

simulates a 24-hour period. Specifically, the load generator is configured to make each hour in the

24-hour diurnal pattern correspond to four minutes so as to keep the total experiment time manageable.

We execute the consolidated containers using four resource allocation policies – (1) EX-L, which

statically allocates cores, memory, and compressed memory swap to the consolidated containers based

on a system state that is discovered through exhaustive search (with extensive offline profiling) when

the LC container is applied with the low load, (2) EX-M, which statically allocates resources based on

a system state discovered through exhaustive search with the medium load, (3) EX-H, which statically

allocates resources based on a system state discovered through exhaustive search with the high load, and

(4) COSMOS, which dynamically allocates resources using COSMOS. Figure 53 shows the EMU of the

four versions. We observe the following data trends.

First, the EX-L and EX-M versions fail to satisfy the LC container’s QoS (i.e., EMU = 0) as the load
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Figure 53: Effectiveness of dynamic resource management

applied to the LC container increases. Since the EX-L (or EX-M) version statically allocates resources

based on a system state discovered through exhaustive search with the low (or medium) load, it allocates

insufficient resources to the LC container when the load is relatively high. This results in QoS violations

with relatively high loads. Second, the EX-H version exhibits relatively low throughput as the load

applied to the LC container decreases. Because the EX-H version statically allocates resources based on

a system state discovered through exhaustive search with the high load, it allocates excessive resources

to the LC container and delivers low throughput when the load is relatively low.

Third, COSMOS robustly satisfies the LC container’s QoS and achieves high throughput across all

the evaluated loads. When COSMOS detects a change in the load, it re-triggers the adaptation process

to find a system state that leads to high throughput while satisfying the QoS with the changed load and

dynamically allocates resources to the consolidated containers based on the newly-discovered system

state. With its re-adaptation capability, COSMOS achieves high throughput with strong QoS guarantees

across all the evaluated loads.

Overall, our results demonstrate the effectiveness of COSMOS in that it robustly satisfies the LC

container’s QoS and delivers high throughput of the consolidated containers across all the evaluated

workload mixes, loads, and MORs and significantly reduces the number of explored system states.20

7.7 Summary

In this chapter, we present the in-depth characterization of the impact of cores, memory, and com-

pressed memory swap (CMS) on the QoS and throughput of the consolidated applications. Guided by

the characterization results, we propose COSMOS, a software-based runtime system for QoS-aware and

efficient workload consolidation for memory-intensive applications. Our quantitative evaluation based

on a real system and widely-used benchmarks demonstrates that COSMOS robustly satisfies the QoS

and achieves high throughput across all the evaluated workload mixes and scenarios and significantly

reduces the number of explored system states by skipping inefficient system states.

20Our experimental results also show that the performance overhead of COSMOS is small. Specifically, its CPU utilization
is 0.27% on average, which is low.
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VIII Conclusion

In this dissertation, we investigate heterogeneity-aware resource management techniques for signifi-

cantly improving the performance and efficiency of data-intensive applications by effectively exploiting

heterogeneous computing and memory resources. Modern computing systems employ heterogeneous

computing and memory devices to accommodate the ever-growing computational and memory demands

of data-intensive applications. Heterogeneous computing and memory have great potential to lead to

dramatic improvements in the performance and efficiency of data-intensive applications. Nevertheless,

taking full advantage of the capabilities of heterogeneous computing and memory poses significant

challenges to system software, as it is the responsibility of the underlying system software to effec-

tively schedule computations on heterogeneous computing devices and manage data placement properly

across heterogeneous memory nodes. This dissertation presents system software techniques to tackle

the aforementioned challenges through heterogeneity-aware resource management.

First, we present MOSAIC, heterogeneity-, communication-, and constraint-aware model slicing

and execution for accurate and efficient inference on heterogeneous embedded systems. MOSAIC uses

accurate models for estimating the execution and communication costs of the target inference workload

and generates the efficient model slicing and execution plan with low time complexity. Our quantitative

evaluation with the widely-used inference workloads and real heterogeneous embedded system shows

that MOSAIC significantly reduces inference latency and energy, achieves high estimation accuracy, and

incurs small overheads.

Second, we present HERTI, a reinforcement learning (RL)-augmented system for efficient real-time

inference on heterogeneous embedded systems. HERTI employs accurate and efficient execution and

communication cost estimators to significantly accelerate the training process. HERTI efficiently ex-

plores the state space with heterogeneity and constraint awareness and robustly generates the efficient

state for the target inference workload with a strong deadline guarantee through RL. Our quantitative

evaluation demonstrates the effectiveness of HERTI by showing that it achieves high efficiency with a

strong deadline guarantee, delivers larger efficiency gains as the inference deadline and the system het-

erogeneity increase, exhibits the strong generality for hyper-parameter tuning, and significantly reduces

the training time based on its estimation-based approach across all the evaluated inference workloads

and scenarios.

Third, we investigate the characteristics of various deep-learning applications on a real heteroge-

neous memory system. Guided by the characterization results, we propose HALO, hotness- and lifetime-

aware data placement and migration for high-performance deep-learning on heterogeneous memory sys-

tems. HALO dynamically analyzes the hotness and lifetime characteristics of the tensors of the target

deep-learning application and places the tensors across the heterogeneous memory nodes in a hotness-

and lifetime-conscious manner. Our experimental results demonstrate the effectiveness of HALO in that

it significantly outperforms various memory management policies supported by the underlying system

software and hardware, achieves performance comparable to the ideal case with infinite HBM, incurs

small performance overheads, and delivers high performance across a wide range of the application
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working-set sizes.

Finally, we investigate the system software technique for QoS-aware and efficient workload con-

solidation on heterogeneous memory systems based on software-defined far memory. We present the

in-depth characterization of the impact of cores, memory, and compressed memory swap (CMS) on the

QoS and throughput of the consolidated applications. Guided by the characterization results, we pro-

pose COSMOS, a software-based runtime system for QoS-aware and efficient workload consolidation

for memory-intensive applications. COSMOS dynamically collects the runtime data from the consoli-

dated applications and the underlying system and allocates the resources to the consolidated applications

in a way that achieves high throughput with strong QoS guarantees. Our quantitative evaluation based

on a real system and widely-used benchmarks demonstrates that COSMOS robustly satisfies the QoS

and achieves high throughput across all the evaluated workload mixes and scenarios and significantly

reduces the number of explored system states by skipping inefficient system states.
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